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Malone BJ, Scott BH, Semple MN. Dynamic amplitude coding in the
auditory cortex of awake rhesus macaques. J Neurophysiol 98: 1451–1474,
2007. First published July 5, 2007; doi:10.1152/jn.01203.2006. In many
animals, the information most important for processing communica-
tion sounds, including speech, consists of temporal envelope cues
below �20 Hz. Physiological studies, however, have typically em-
phasized the upper limits of modulation encoding. Responses to
sinusoidal AM (SAM) are generally summarized by modulation
transfer functions (MTFs), which emphasize tuning to modulation
frequency rather than the representation of the instantaneous stimulus
amplitude. Unfortunately, MTFs fail to capture important but nonlin-
ear aspects of amplitude coding in the central auditory system. We
focus on an alternative data representation, the modulation period
histogram (MPH), which depicts the spike train folded on the modu-
lation period of the SAM stimulus. At low modulation frequencies,
the fluctuations of stimulus amplitude in decibels are robustly encoded
by the cycle-by-cycle response dynamics evident in the MPH. We
show that all of the parameters that define a SAM stimulus—carrier
frequency, carrier level, modulation frequency, and modulation
depth—are reflected in the shape of cortical MPHs. In many neurons
that are nonmonotonically tuned for sound amplitude, the representa-
tion of modulation frequency is typically sacrificed to preserve the
mapping between the instantaneous discharge rate and the instanta-
neous stimulus amplitude, resulting in two response modes per mod-
ulation cycle. This behavior, as well as the relatively poor tuning of
cortical MTFs, suggests that auditory cortical neurons are not well
suited for operating as a “modulation filterbank.” Instead, our results
suggest that �20 Hz, the processing of modulated signals is better
described as envelope shape discrimination rather than modulation
frequency extraction.

I N T R O D U C T I O N

Our current understanding of the neural representation of
communication sounds, including speech, would be enriched
by examining the responses of cortical neurons to the relatively
slow amplitude modulations (�20 Hz) that dominate speech
signals and contribute most directly to their intelligibility
(Drullman 1995; Fu and Shannon 2000; Houtgast and
Steeneken 1973, 1985). Surprisingly little is known about the
cortical representation of AM, in part because physiological
studies using AM have typically concentrated on changes in
modulation frequency rather than the changes in sound ampli-
tude that define the modulation itself. Given this perspective, it
is natural that many investigators have focused on the upper
limits of modulation frequency coding, rather than how low
frequency amplitude changes (e.g., �5 Hz) are encoded by
cortical neurons. For example, it has long been known that
cortical neurons are sensitive to the shape of modulation

waveforms (Swarbrick and Whitfield 1972), but the physiolog-
ical basis of envelope shape discrimination has received rela-
tively little attention. Although “envelope shape” has some-
times been used to distinguish between canonical modulation
waveform shapes, such as square, sinusoidal, or triangular
modulators, we intend the phrase to embrace all features of the
time-varying envelope and thus differences in the depth of
modulation or stimulus level.

The most commonly studied form of modulation, sinusoidal
AM (SAM), has often been used to characterize the temporal
aspects of the responses of central auditory neurons (Bieser and
Muller-Preuss 1996; Creutzfeldt et al. 1980; Eggermont 1991,
1994; Frisina et al. 1990; Gaese and Ostwald 1995; Krishna
and Semple 2000; Langner 1992; Langner and Schreiner 1988;
Rees and Moller 1983, 1987; Schreiner and Urbas 1988). Four
parameters are needed to specify a SAM stimulus: carrier
frequency, carrier level, modulation frequency, and modulation
depth. Historically, however, many studies of cortical re-
sponses to SAM have focused almost exclusively on modula-
tion frequency because that is what cortical neurons were
thought to encode. For example, it has been shown in awake
macaque monkeys (Malone et al. 2000) and marmosets (Liang
et al. 2002) that the modulation frequencies eliciting the
strongest responses in primary auditory cortex (AI) are corre-
lated when responses to SAM and sinusoidal FM (SFM) are
compared. On this basis, Liang et al. (2002) concluded that “..it
is the ‘temporal modulation’, and not the amplitude or FM per
se that most auditory cortical neurons appear to extract from a
complex acoustic environment (p. 2257).” While we agree that
the correlation suggests that common temporal constraints
influence how individual AI neurons respond to SAM and
SFM, the broader conclusion that AI neurons respond to an
abstracted “temporal modulation” is unwarranted.

Rees and Moller (1987) emphasized that neurons of the
inferior colliculus “do not function as an array of stimulus
invariant modulation frequency detectors” of the sort appro-
priate to a modulation filterbank, but rather “carry a selectively
emphasized version of the input signal’s amplitude envelope
which is modified by the prevailing stimulus conditions.” This
notion gained support from the observation of Krishna and
Semple (2000) that the best modulation frequency (BMF) of
many neurons in the inferior colliculus (IC) changed substan-
tially when the carrier level was varied over more than a 20-dB
range. In contrast, Liang et al. (2002) reported that BMF was
relatively invariant when carrier level and modulation depth
were varied in AI. These competing views could be reconciled

Address for reprint requests and other correspondence: M. Semple, Center
for Neural Science, New York University, New York, NY 10003 (E-mail:
mal.semple@nyu.edu).

The costs of publication of this article were defrayed in part by the payment
of page charges. The article must therefore be hereby marked “advertisement”
in accordance with 18 U.S.C. Section 1734 solely to indicate this fact.

J Neurophysiol 98: 1451–1474, 2007.
First published July 5, 2007; doi:10.1152/jn.01203.2006.

14510022-3077/07 $8.00 Copyright © 2007 The American Physiological Societywww.jn.org

 on M
arch 6, 2008 

jn.physiology.org
D

ow
nloaded from

 

http://jn.physiology.org


by evidence that successive levels in the auditory pathway are
increasingly unaffected by changes in SAM parameters such as
carrier level or modulation depth. Nevertheless, our results
indicate that responses of central auditory neurons remain
sensitive to SAM parameters other than modulation frequency,
and are inadequately characterized by the modulation transfer
function (MTF) describing how average firing rate and re-
sponse synchrony vary with modulation frequency, and by
derivative summary measures such as the BMF.

The most obvious difference between a neural code for
modulation frequency and a neural code for changes in sound
amplitude pertains to how cortical neurons represent changes
in SAM stimuli that affect the stimulus amplitude but do not
affect the modulation frequency, such as changes in carrier
level or modulation depth. If cortical neurons code for stimulus
amplitude, changes in such parameters should interact with an
individual neuron’s tuning for sound amplitude because that
tuning is the basis for coding amplitude changes. For example,
a unit’s nonmonotonic tuning for sound pressure level (SPL)
should be reflected in its response to SAM, even if such tuning
introduces response components at modulation frequencies that
are not present in the acoustic signal. Thus amplitude coding
would compromise the modulation frequency code.

To reveal what AI neurons actually encode, we will concen-
trate on a data representation called the modulation period
histogram (MPH), which shows the occurrence of action po-
tentials relative to the period of the modulating stimulus
waveform. It is common to collapse this distribution into
summary measures such as vector strength and mean phase,
which are plotted against modulation frequency in the modu-
lation transfer function (MTF). By using detailed MPH exam-
ples from individual neurons, we will show that the responses
of many cortical neurons cannot be adequately captured in this
manner, particularly at low modulation frequencies. In this
modulation range, it is reasonable to define the “instantaneous”
SPL of the SAM stimulus, because the modulation period is
long relative to the carrier period. Calculation of the “SPL
profile” of the SAM stimulus allows for direct comparison of
the amplitude envelope to the cycle-by-cycle response profile
depicted by the MPH. Examination of the data in this format
reveals that cortical responses to modulation frequencies in the
range most important for communication sounds unequivo-
cally encode changes in sound amplitude and are robustly
sensitive to all parameters defining the SAM signal.

M E T H O D S

Subjects, surgical preparation, and physiological recording

Two adult male monkeys (Macaca mulatta, designated X and Z)
participated in these experiments. All procedures pertaining to animal
use and welfare in this study were reviewed and approved by the New
York University Institutional Animal Care and Use Committee. Be-
fore implant surgery, anesthesia was induced with ketamine and
sodium thiopental, and a surgical plane was maintained with isoflu-
rane. This first implant was a head-holder that mated to a specially
designed primate chair (Crist Instruments, Hagerstown, MD). After
behavioral training, a recording chamber (CalTech Engineering Ser-
vices, Pasadena, CA) was implanted above the auditory cortex in the
left hemisphere of each animal. The initial placement of the recording
chamber on monkey Z was slightly rostral to allow recordings across
the rostral (R) and rostrotemporal (RT) fields (Hackett et al. 1998).
The back of the initial chamber and the front of the chamber in its

second placement straddled the low-frequency portion of primary AI.
On completion of the mapping of the left hemisphere, the recording
chamber was removed, and the skull was permitted to regrow under a
protective layer of acrylic (Palacos). Meanwhile, a new recording
chamber was implanted above the putative location of field R on the
right hemisphere, which allowed for limited access to AI caudally.
The initial implant for animal X was centered over AI in the left
hemisphere, and allowed for a complete mapping of AI and portions
of the surrounding auditory cortex. When this site was completed and
covered, a new recording chamber was centered on the putative
low-frequency border of AI/R in the right hemisphere.

All penetrations were made vertically with respect to the cylinder
implants and thus roughly parallel to the stereotaxic vertical plane.
Animal Z is still involved in experiments, so assignment of recording
locations to cortical fields is based on physiological criteria, such as
the tonotopic progression in AI and the distribution of response
latencies (Scott et al. 2000). Subsequent histology and postmortem
magnetic resonance imaging in animal X confirmed the recording
locations to be within primary auditory cortex. We also assigned a
relative cortical depth to the neurons in our sample by normalizing the
recording depth with respect the first and last points in each penetra-
tion where audible “hash” responses could be detected (n � 270).
Expressed in quintiles from the shallowest to deepest depths, we
obtained the following distribution: 19, 24, 27, 20, and 10%. Although
we cannot unequivocally assign our recordings to particular laminae,
it is likely that the neurons in our sample came predominantly from
the middle and upper layers.

Both animals were extensively trained on binaural lateralization
tasks. During recordings, blocks of psychophysical trials alternated
with passive listening, when the SAM stimuli described in this report
were presented. Behavioral and recording sessions were all conducted
in a double-walled sound attenuated chamber (Industrial Acoustics)
while the animals were continuously monitored using closed circuit
television. Single-unit activity was recorded with tungsten microelec-
trodes (FHC, Bowdoin, MA) advanced into the brain through a
stepping motor microdrive (CalTech Engineering Services, Pasadena,
CA). Recording location was referenced to a stereotaxic positioning
system that mounted directly on the implant. Depths of all recordings
were referenced to entry into the brain. Entry into the superior
temporal plane was typically marked by a sudden increase in activity
after a long silent interval and the first appearance of auditory
responsiveness.

Stimulus generation and data acquisition

Stimulus waveforms were generated by digital synthesizers and
custom hardware (MALab, Kaiser Instruments). Stimulus character-
istics were specified in software running on the host computer (Macin-
tosh), which communicated with a dedicated microprocessor
(MALab) using an IEEE-488 interface. After digital attenuation and
D/A conversion, the signal was transduced by electrostatic earphones
(STAX Lambda) in custom housings (Custom Sound Systems) fitted
to ear inserts. Before each experiment, the SPL expressed in decibels
(re: 20 �Pa) at each ear was calibrated under computer control for
level and phase from 40 Hz to 30 kHz, using a previously calibrated
probe tube and condenser microphone (Brüel and Kjær 4134).

Electrical signals from the brain were amplified (variable gain),
filtered (typically from 0.25 to 10 kHz), and passed to oscilloscopes,
an audio speaker, and an event timer (MALab, Kaiser Instruments).
The occurrence of discriminated action potentials and stimulus syn-
chronization events were logged with a resolution of 1 �s and stored
by the host computer for analysis and display.

Stimulus protocols

All stimuli described in this report were gated on and off by a
cosine-squared ramp (10 ms). Responsive AI neurons were initially
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characterized with a battery of pure tone stimuli of relatively short
duration (typically 100 ms, but occasionally 200 ms). These tonal
stimuli were used to determine the frequency tuning function at the
best sound level (dB SPL), and the rate-level function at the neuron’s
best frequency. SAM stimuli were typically presented at best fre-
quency and level. In cases where there was no clear best level because
of saturating responses in the range of moderate SPLs, 60 dB SPL was
used, which provided a consistent carrier level for the generation of
the composite modulation period histograms (Fig. 15). This was the
most common carrier level used (particularly in animal X) and was
used in 178 (49%) cells. SAM stimuli used in this study were typically
presented in two consecutive trials of 10 s, separated by a 2-s
interstimulus interval. Long stimulus durations were chosen to mini-
mize the effects of onset responses while maximizing the number of
modulation periods. This choice was crucial for the low modulation
frequencies emphasized in this study. We verified that the effects of
onset responses were negligible by recalculating spike counts and
spike timing metrics for a subset of the data sample (n � 124). The
common practice of excluding responses during the first 100 ms (1%)
of the stimulus duration does not significantly impact the distributions
of the spike timing metrics described below (Wilcoxon ranked sum,
P � 0.7). In fact, this correction, which affected 7 of 333 spikes on
average, cannot be resolved when the distributions of the spike counts
themselves are compared (P � 0.4). Because stimulus runs generally
included an unmodulated control tone of similar duration (10 s), we
were also able to compare “sustained” responses elicited by modu-
lated stimuli to the adaptation characteristics of each neuron. In
general, cortical neurons continued to respond robustly throughout the
duration of SAM stimuli, such that firing rates showed average
decreases of roughly 10% from the first to second half of the stimuli
(0–5 vs. 5–10 s) and average decreases of roughly 20% from the first
to fourth quarter (0–2.5 vs. 7.5–10 s). The distributions of temporal
measures such as vector strength and trial similarity were not signif-
icantly altered from the first to second halves of the stimuli (Wilcoxon
ranked sum, P � 0.2), nor from the first to fourth quarters (P � 0.1).

The SAM stimuli consisted of a sinusoidal carrier tone (fc) modu-
lated sinusoidally by a second tone (fm) such that s(t) � A[1 � m �
sin(2 � pi � fm � t)]sin(2 � pi � fc � t). Because the carrier frequency was
always much greater than the modulating frequency (i.e., fc �� fm),
the bracketed term defined the time-varying amplitude of the stimulus.
The overall amplitude of the stimulus is set by A, and the depth of the
modulation is determined by m, which varies from 0 to 1 (often
described as 0–100% modulation). We shall refer to the sound level
of a SAM stimulus (e.g., 60 dB SPL) in terms of its carrier SPL (A)
for simplicity, although the actual sound level will vary over the
course of the modulation period when m � 0, as explained below.
Nearly all neurons in the sample were presented with fully (100%)
modulated SAM signals at 0.7, 1, 2, 5, 10, 20, 50, 100, and 200 Hz.
If the cell exhibited a synchronized discharge to 100 Hz, additional
frequencies at modulation frequencies �1,000 Hz were presented in
steps of 100 Hz. In some cases, intermediate values (e.g., 3 Hz) were
also chosen to get more precise estimates of the slopes of the MTF. In
many cases, tuning to modulation depth was explored at a range of
depths (typically, 0–100% in 10 or 20% steps). Because of the limited
recording time available, variations in all four SAM parameters could
not feasibly be presented in all neurons. Consequently, runs that
varied carrier level and frequency were performed somewhat less
frequently, generally in those cells where the isolation was particu-
larly stable and the responses were particularly robust.

To reference the SAM stimulus to the decibel scale used to measure
the rate level function for each neuron, we computed the “instanta-
neous” relative amplitude of SAM signals (in dB) by taking the
logarithm of the envelope, in decibels: 20 � log{[1 � m � sin(2 � pi �
fm � t)]}. A family of curves describing the instantaneous amplitude of
the SAM signal relative to an unmodulated carrier signal at various
modulation depths is shown in Fig. 2A. With increasing modulation
depth, these curves become less sinusoidal, and the falling and rising

phases of the envelope become more prominent. There is also an
asymmetry in the increases and decreases of SPL within each mod-
ulation cycle. When m � 0.1, the SAM signal increases 0.83 dB (0°)
and decreases �0.92 dB (180°) relative the carrier. For m � 0.9, these
values are 5.5 and �20 dB, respectively. Thus the changes in sound
level (dB) for large modulation depths are dominated by the rapid fall
and rise of the envelope within a relatively small portion of the
modulation cycle centered on 180°. For the low modulation frequen-
cies considered in this study, where the envelope is well defined, it is
possible to generate estimates of the instantaneous SPL of SAM
signals by adding the relative amplitude to the carrier SPL, as shown
for 100% modulated signals at various carrier SPLs in Fig. 3B. For
example, a 60-dB SPL SAM signal presented at a modulation depth of
90% (m � 0.9) varies from 65.5 dB SPL to 40 dB SPL during each
modulation cycle.

Data analysis

The dominant representation of cortical responses to SAM in this
paper is the MPH, which shows the distribution of spike counts for the
different phases of the modulation cycle. The MPH is constructed by
folding the peristimulus response histogram (PSTH; Fig. 1B) around
the modulation period. The modulation period is inversely related to
the modulation frequency (e.g., fm of 2 Hz results in a modulation
period of 500 ms). Both the carrier and modulation waveforms were
presented in sine phase, resulting in the MPH shown in Fig. 1C. To
facilitate interpretation of shapes of the MPHs, however, the re-
sponses were shifted by 90° (Fig. 1D), so that responses to the most
dramatic changes in stimulus amplitude (instantaneous SPL) are
centered in the MPH representation.

FIG. 1. Conventions for the display of sinusoidal AM (SAM) data. A:
peristimulus time histogram (PSTH) of the responses to unmodulated control
tone. B: PSTH of responses to a fully (100%) modulated SAM stimulus
presented in sine phase at 1 Hz C: modulation period histogram (MPH)
representation of response shown in B, folded on duration of modulation period
(1 s). D: MPH shown in C has been rotated by 90°, so that the center of MPH
defines transition from decreases in sound amplitude to increases in sound
amplitude. Thus instantaneous level minimum always occurs in the center of
MPH, and maximum occurs at edges. This adjustment has been made for all
subsequent MPHs depicted in later figures.
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Calculations of spike rate were based on the entire stimulus dura-
tion. To evaluate the significance of differences in average firing rate,
responses were averaged across repeated trials and binned in 1-s
epochs. The average firing rate was calculated for each epoch. Cal-
culation of spontaneous rates was based on firing rates for 1-s epochs
drawn from all interstimulus intervals in a given stimulus run. Sig-
nificance was assigned for all comparisons according to the outcome
of a heteroschedastic t-test (P � 0.01).

To allow for comparison with other studies, response synchroniza-
tion at the modulation frequency was quantified in terms of vector
strength (VS) (Goldberg and Brown 1969). Each spike is treated as a
unit vector whose angle corresponds to the phase at which it occurred
in the modulation cycle. These unit vectors are summed to produce a
resultant vector whose length corresponds to the magnitude of the
Fourier component of the response at the modulation frequency.
Normalizing the resultant vector by the total number of spikes (n)
results in the VS, which is bounded from 0 (e.g., spike counts are
equal at all phases) to 1 (all spikes occur at the same phase). The
direction of the resultant vector indicates the mean phase of the MPH.
Computationally, VS is calculated from the MPH as follows: VS �
[(ricosi)

2 � (risini)
2]0.5, where r is the spike count in the ith bin of the

MPH. To assess the statistical significance of the VS, the Rayleigh
statistic (2VS2n) was computed, and values �13.8 (Mardia and Jupp
2000) were considered to be significant (P � 0.001). The synchrony
cut-off was considered to be the highest tested modulation frequency
that resulted in a Rayleigh statistic �13.8. Additional details concern-
ing the problems with applying the VS metric to cortical responses are
presented in RESULTS.

As an alternative to VS, we introduce a spike timing index, trial
similarity (TS), based on the correlation (i.e., the Pearson’s correla-
tion, or product-moment coefficient of correlation) between MPHs
constructed independently from trial 1 and trial 2 of the SAM stimulus
presentation. All spikes occurring within the stimulus duration were
included in the analysis. Although useful alternatives to VS have been
proposed (Joris et al. 2006; Kajikawa and Hackett 2005), we have
chosen to analyze TS because of its simplicity in the context of data
collected in two long duration trials. Nevertheless, one could in
principle correlate MPHs generated from data distributed across any
number of trials, provided that the total stimulus duration was com-
parable and the conditions for generating the MPHs are properly met.
For example, one could generate the first MPH from odd numbered
trials and the second from even numbered trials.

Unlike the VS metric, which measures how densely spikes are
clustered around a single phase of the MPH, the TS index depends
only on the reproducibility of the MPH shapes across trials. Whereas
VS measures the synchrony of the neural response, TS measures its
fidelity. To calculate the correlation between the MPHs obtained for
each stimulus trial, it is first necessary to choose the numbers of bins
that comprise the MPHs, and the value of TS will depend on the
number of bins used for the correlation. Empirically, MPHs based on
52 bins adequately capture the temporal features of the neural re-
sponses, and MTFs based on TS show similar high-frequency cut-offs
to those based on VS. The significance criterion for the TS metric is
the likelihood that a given correlation coefficient could have been
produced by chance (i.e., for 2 random spike trains). We created
significance criteria by simulating thousands of pairs of random spike
trains and calculating TS across a range of binwidths and spike counts.
For the 52 bin MPHs used in this study, TS values of 0.4 and 0.6
correspond conservatively to P values of 0.001 and 0.0001, respec-
tively. Note that it is possible for TS to be negative. Because we never
observed a case where TS was significantly negative by the criteria
above, however, negative values were simply set to zero.

Stimulus estimation and spike train classification

To determine how much information cortical spike trains provided
about stimulus identity, we used a PSTH-based pattern classifier to

estimate the stimulus on the basis of 1 s of data (for complete details
of the method, see Foffani and Moxon 2004). Note that only stimuli
whose modulation frequency was an integral multiple of 1 Hz were
analyzed in this way. For each stimulus in a given set (i.e., the stimuli
comprising a modulation depth function, modulation transfer func-
tion, or carrier level function), a “template,” representing the average
response to that stimulus, was formed by folding the response at 1-s
intervals and binning the responses into a bin-dimensional vector. The
average spike count per bin was obtained by dividing by the number
of seconds of data (i.e., 20), unless the template contained the data
epoch to be matched—the “test.” In such a case, the test was
subtracted from the appropriate PSTH before binning and calculating
the average spike count per bin (i.e., dividing by 19). This form of
classification is referred to as “complete cross-validation”(Foffani and
Moxon 2004). The test was binned similarly.

Each of the 20 tests per stimulus was matched to the template that
minimizes the Euclidean distance between the test vector and template
vectors. The results of this matching process are stored in a confusion
matrix whose columns represent the stimulus that was actually present
and whose rows represent the estimate of stimulus identity produced
by the classifier. If every test epoch is correctly associated with the
stimulus that elicited it, all values of the confusion matrix along the
diagonal will be 20 and all off-diagonal entries will be 0. Percent
correct for a given stimulus set is obtained by summing along the
diagonal and dividing by the product of data epochs (20, in every case
we analyzed) and the number of stimuli in the set (e.g., 8, for our
typical MTF consisting of responses to 1, 2, 5, 10, 20, 50, 100, and
200 Hz SAM).

The method described above also allows us to parse the contribu-
tions of spike timing and spike rate information to the performance of
the classifier. For example, the size of the binning applied to the tests
and templates will impact the performance of the classifier because it
determines the amount of temporal detail available to it. To capture
this aspect of its performance, we generated complete confusion
matrices for bins 1, 2, 4, 8, 10, 20, 40, and 1,000 ms wide for each
stimulus set. Given the use of 1-s data epochs and PSTHs, the
inclusion of a single, 1,000-ms-wide bin in the analysis allows us to
determine how successfully the stimulus can be estimated based on
the spike rate alone. Conversely, it is also possible to eliminate
information pertaining to the distribution of firing rates across stimuli
by normalizing both the tests and the templates by their respective
vector norms. Geometrically, this corresponds to mapping all tests and
templates to a hypersurface located at a unit distance from the origin.
Subsequent to this normalization, the only information retained by the
test and template vectors is the relative distribution of spike proba-
bility within a 1-s window. Because spike phase information is
retained, we refer to this as the “phase only” classifier. Normalization
by the total spike count, rather than the vector norm, produces
essentially identical results: the correlation coefficients for classifier
performance, in percent correct, across the different normalization
schemes were 0.96, 0.99, and 0.97 for modulation depth, modulation
frequency, and carrier level, respectively.

To assess whether the classifier performance was significantly
better than would be expected by chance, we simulated confusion
matrices based on random draws from a given stimulus set over many
(10,000) iterations and generated a distribution of percentage correct
based on the bootstrap results. If classifier performance exceeded all
bootstrapped values, it was considered to be significant (P � 0.0001).
Because the typical number of stimulus set elements was not constant
across stimulus type (e.g., 8 for modulation frequency vs. 11 for
modulation depth), it is not possible to compare classifier performance
across different stimulus types directly because the baseline for
chance performance varies inversely with stimulus set size. To cir-
cumvent this limitation, we standardized classifier performance as a
z-score with respect to the appropriate bootstrap distribution by
dividing the difference between the actual classifier result and the
bootstrap mean by the bootstrap SD.
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Although similar classifiers are often applied to stimulus sets that
vary categorically (e.g., a set of vocalizations), SAM parameters such
as modulation depth varied monotonically. Percentage correct is
insensitive to the relative quality of the classifier estimate—for a SAM
stimulus modulated at 40% depth, an estimate of 30% is the same as
an estimate of 0 or 100%, i.e., a miss. We accounted for the relative
quality of the classifier estimates by assigning a cost to each estimate,
so that values along the diagonal of the confusion matrix equal zero,
and off-diagonal values are multiplied by the distance to the diagonal
in each column. Thus for a 40% depth modulation in an 11 by 11
confusion matrix spanning 0 to 100% modulation in 10% intervals, an
estimate of 30% entails a cost of 1, whereas 0% has a cost of 4, and
100% has a cost of 6. Significance is assessed by the bootstrap method
described above, except the distribution simulated was based on total
cost, summed over the confusion matrix, rather than percentage
correct. For population comparisons, the total cost for classifier
performance on a given stimulus set was normalized by the theoretical
maximum cost for a confusion matrix of equivalent size, producing a
cost index from 0 (perfect) to 1. In practice, the additional sensitivity
provided by the cost index, relative to percentage correct, proved
unnecessary for modulation frequency and carrier level because clas-
sifier performance was particularly strong in such cases.

R E S U L T S

Summary of the data sample

We will describe data obtained from the responses of 361
neurons tested with SAM stimuli. These data represent a subset
of an extensive physiological survey of auditory cortex focused
on A1, but perhaps including a few neurons on the borders of
adjacent fields. To allow for response class categorization, only
recordings that included responses to the unmodulated control
tone were included in the data sample. Because we could not
detect any obvious differences in the responses from either
animal (X or Z) or hemisphere (left or right), we combined the
data from four hemispheres in two animal subjects (see METH-
ODS).

Carrier frequencies varied from 0.1 to 32 kHz. At least 30
cells were characterized for each octave with respect to 0.5
kHz (i.e., �0.5, 0.5–1, 1–2 kHz, etc.). The SAM stimulus was
presented binaurally in most cases because it elicited more
robust responses than monaural stimulation (binaural summa-
tion was much more common than suppression). Modulation
transfer functions were typically generated at the neuron’s best
frequency and level. If the rate-level function exhibited a
plateau of similar responses that included 60 dB SPL, we used
that value as the carrier level. Carrier levels ranged from –10 to
90 dB SPL, but roughly one half of the neurons were tested
with a carrier level of 60 dB SPL.

SAM stimuli were very effective for AI neurons in awake
rhesus macaques. A neuron was considered to be responsive to
SAM if it exhibited either a significantly synchronized re-
sponse to at least one modulation frequency or a significantly
different firing rate from the response to the unmodulated
control tone for at least one modulation frequency (see METH-
ODS). By this criterion, only 6 of 361 (0.6%) neurons were
considered to be unresponsive to 100% modulated SAM sig-
nals presented at the cell’s best carrier frequency and level (or
60 dB SPL). We typically did not record SAM responses for
cells that had been deemed generally unresponsive during
initial testing with tonal stimuli, so this result likely overesti-
mates the prevalence of SAM responsiveness in AI. Neverthe-

less, we attempted to obtain an MTF for all neurons exhibiting
robust responses to pure tones, so the data sample can be
considered representative of such neurons.

In addition to characterizing cortical responses to tones of
short duration (typically 100 ms), we also measured responses
to an unmodulated tone of the same duration as the modulated
stimuli (10 s). The response to a pure tone of the same carrier
frequency and level as the SAM stimuli served as a reference
for the responses to modulated tones Fig. 1A). A striking aspect
of cortical responses in awake animals is the fact that roughly
one third (113/361; 31%) had significantly elevated firing rates
relative to the spontaneous rate when calculated over the
duration (10 s) of the control tone. In an additional 12%
(42/361) of neurons, the firing rate was significantly sup-
pressed over the duration of the control tone. Thus the gener-
ally accepted notion, derived from studies of anesthetized
animals, that cortical neurons do not give sustained responses
to pure tone stimuli of long duration (see Middlebrooks 2005)
does not hold for nearly one half (43%) of our data sample
(Malone et al. 2002; Wang et al. 2005). It should be noted that
if mechanisms of adaptation act on long time scales (Malone et
al. 2002; Ulanovsky et al. 2004), the very long duration (10 s)
of the control tones makes our estimate of the prevalence of
sustained responses more conservative than a response classi-
fication based on shorter stimuli would likely be.

Construction of the MPH

The MPH represents the occurrence of action potentials
relative to the phase of the modulation cycle. Figure 1 shows
the construction of the MPH and the conventions for its
display. The periodic modulation of spike rate for a 1-Hz SAM
stimulus (modulation depth � 100%, or m � 1) is clearly
evident in the PSTH representation shown in Fig. 1B. By
folding the responses on the modulation period (1 s), the
distribution of discharge rates within the modulation period is
more easily seen in the MPH representation (Fig. 1C). The
stimulus envelope was presented in sine phase, but in Fig. 1D
(and in all subsequent MPHs), we shifted the responses by 90°
(cosine phase) to facilitate interpretation of the shape of MPH
with respect to the instantaneous stimulus amplitude. In this
representation, the instantaneous amplitude minimum (270°) of
the stimulus occurs in the middle of the MPH, and the maxi-
mum (90°) occurs at its lateral extremes, which occur at
neighboring phases because the modulation phase axis is cy-
clic. Inspection of Fig. 1D revealed that, for this neuron, the
MPH response profile differs from the sinusoidal amplitude
envelope suggested by the cartoon of the carrier waveform
shown above it. Within each cycle, the instantaneous proba-
bility of discharge declines rather slowly as the instantaneous
level declines, but the response rises abruptly when the ampli-
tude increases from its minimum. This behavior was typical of
neurons that exhibited sustained responses to the unmodulated
control tone (Fig. 1A).

The fact that the response shown in Fig. 1 is responsive
throughout most of the modulation period results in a relatively
low VS (0.22). Nevertheless, the shape of the MPH response
profile was extremely robust. The shapes of the MPHs obtained
for separate trials were strongly correlated (TS � 0.83). This
suggests that, despite the low VS, the fidelity of the cortical
response is quite good because the response profile is a con-
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sistent, albeit transformed, representation of the modulated
signal.

Changes in modulation depth are reflected in the MPH
response profile

The nature of the cortical representation of slow amplitude
changes will be addressed in a number of examples that
compare the MPH response profile to the instantaneous ampli-
tude of a SAM stimulus, calculated by taking the ratio of the
SAM stimulus to the unmodulated control and converting this
ratio into decibels (see METHODS). By adding this value to the
carrier level, one can construct what we term the “SPL profile”
of the SAM stimulus, which specifies the approximate sound
pressure level (in dBre: 20 �Pa), of the modulated waveform at
each phase of the modulation period. This conversion facili-
tates comparisons between the SPL profile of the stimulus, the
MPH response profile, and the neuron’s rate-level tuning
function, which was also measured in terms of SPL.

Although the stimulus envelope of SAM is sinusoidal by
definition, the log-transformed SPL profiles depicted in Fig. 2A
are not. Deviations from a sinusoidal profile in decibels in-
crease with increasing modulation depth, as shown. Not only
are the increases and decreases in SPL asymmetric about the
nominal carrier SPL, but the range of relative amplitudes

spanned by SAM also increases nonlinearly with increasing
modulation depth. Although small modulation depths sample a
relatively narrow range of actual stimulus levels, the response
depicted in Fig. 2 is clearly modulated for m � 0.2 (�1.58/
�1.93 dB), and increasing depths result in increasingly robust
modulation. Note that in all cases this neuron responds to the
decrease in amplitude (see Fig. 2B stimulus icons, in gray) with
an increase in firing rate, as would be predicted from the fact
that the carrier level (60 dB SPL) is higher than this strongly
nonmonotonic unit’s best level (20 dB SPL; Fig. 2C, inset). For
m � 0.9, a second response mode corresponding to the rising
phase of the stimulus envelope begins to emerge, as the SPL
profile encompasses progressively lower SPLs and the slope of
its rising phase sharpens. The emergence of an “onset” peak at
large modulation depths is consistent with the onset response
this unit displayed for short-duration pure tones (Fig. 2C). This
type of change in the response profile as modulation depth
increased to the top of its range (0.8 to 1) was common in our
sample. When the modulation is of sufficient depth, the SPL
profile sweeps through the neuron’s preferred range of sound
levels twice: once during the falling phase and again during the
rising phase. Because these features of the SPL profile occur at
neighboring phases of the modulation cycle, the resultant peaks
are closely apposed, as shown in Fig. 2B. Although such
changes in the shape of the MPH reduce the VS, the TS metric

FIG. 2. Changes in modulation depth are reflected in
changes in the MPH response profiles. A: family of
curves depict the SPL profiles, which are the instanta-
neous levels of the SAM stimulus, in decibels with
respect to carrier level, as a function of phase. Each curve
represents a different modulation depth from 0.1 to 1 in
0.1 steps. Icons of SAM time waveforms indicate effect
of increasing modulation depth. Rotated phase is indi-
cated on abscissa on this and subsequent figures. B: series
of MPHs depict changes in response profile for increas-
ing modulation depths (0.2 to 1). Icons representing
shape of corresponding SPL profiles are overlaid in gray.
Stimulus was 2-Hz SAM presented at a carrier frequency
of 600 Hz and a carrier level of 60 dB. C: PSTH of
response to 100-ms tones at carrier frequency and level
shows that this sound amplitude was predominantly sup-
pressive and resulted in a sizable offset response. Inset:
rate level function for this neuron, which peaked at 20
dB. D: curves indicate values of vector strength (gray
line) and trial similarity (TS; black line) across modula-
tion depth. In this and subsequent figures, significant
(P � 0.001) values for vector strength (VS) and TS are
indicated by filled symbols.
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continues to increase, indicating that this feature of the neu-
ron’s response was highly reliable (Fig. 2D). The relationship
between the response profile and the SPL profile for this cell
suggests that the rate-level function (RLF) can sometimes
serve as a useful heuristic for predicting the neuron’s responses
to changes in amplitude. Although the presence of two modes
in the MPH accurately conveys information about changes in
SPL, it necessarily confounds a simple periodicity code for
modulation frequency.

Changes in carrier level profoundly affect cortical
response profiles

If cortical neurons are primarily sensitive to the amplitude of
SAM signals, we would expect that changes in carrier level
would profoundly change the shapes of the MPH, particularly
in neurons that are sharply tuned for SPL. For example,
nonmonotonic tuning for SPL was common in AI in these
animals, with 38% of neurons exhibiting decreases in firing
rate �50% (relative to best level) for increasing SPLs, 15%
exhibiting milder (�50%) decreases, 7% exhibiting a saturat-
ing plateau, and 31% responding strictly monotonically (Scott
2004). The range of SPLs spanned by a SAM stimulus is
jointly determined by the carrier level and the modulation
depth. In the case of 100% modulated (m � 1) signals,
however, the carrier level effectively determines only the
instantaneous SPL maximum, because all signals are briefly
“off” for a portion of the modulation cycle (180°). Figure 3A
depicts the way that changes in carrier level cause vertical
displacements of the signal on the SPL axis.

Figure 3C indicates that the responses of an example neuron
to brief duration tones were strongly nonmonotonic, with a best
level of 20 dB SPL. As the carrier level for 1-Hz modulation
was increased from 10 to 70 dB, the shapes of the MPHs
changed profoundly. From 20 to 40 dB, the MPH trough
corresponding to the lowest instantaneous SPLs progressively
narrowed, as a greater proportion of the modulation cycle
consisted of moderate SPLs. As the carrier level increased
further, the cell responded to decreases in SPL with increases
in firing rate, resulting in a response peak centered between 90
and 180°. These features of the MPHs are compatible with the
fact that this neuron responded in a sustained fashion to the
long duration control tone at 50 dB and showed offset re-
sponses for tone pips at higher SPLs.

The set of response profiles in Fig. 3B suggests that the cell
fired robustly when the instantaneous SPL falls within the
range of its preferred SPLs. However, the SAM-derived RLF
(Fig. 3C) deviates substantially from the RLF defined with
100-ms tone pips. The SAM-derived RLF is shifted to higher
SPLs and is substantially less nonmonotonic. Apparently, the
two response peaks elicited by rapid transitions through the
neuron’s preferred SPL range offset the fact that high carrier
level stimuli spend a smaller fraction of the modulation period
in that range. Because the shape of the SPL profile is effec-
tively constant across carrier level, barring the vertical dis-
placement on the dB SPL axis, response profile changes as
carrier level is varied can only be explained by the interaction
of the SPL profile and the neuron’s tuning for SPL. The
divergence of the SAM-derived RLF and tone pip RLF indi-
cates that the neuron is also sensitive to the dynamics of the
amplitude changes.

Here again, the appearance of novel response features in
the response profiles at high carrier levels shows that this
neuron is capable of coding more than the modulation
frequency of the SAM stimulus. These response features
degrade synchrony to the modulation frequency (Fig. 3C).
The progressive narrowing of the trough in the response
profile from 20 to 50 dB causes a progressive reduction in
VS. From the perspective of SPL coding, however, the
narrowing of the trough in the response profile is readily
explained in terms of the neuron’s level tuning, and implies
that the fidelity of the amplitude representation is main-
tained. Inspection of the TS curve, which increases with
carrier level, confirms this impression, indicating that the
neural representation of the SPL profile is more rather than
less robustly coded at high carrier levels.
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FIG. 3. Changes in carrier level are reflected in changes in MPH response
profiles. A: family of curves depicts SPL profiles for 100% modulated SAM
stimuli with carrier levels from 10 to 80 dB. Icons of SAM time waveforms
indicate effect of increasing carrier level. B: series of MPHs depict changes in
response profiles for increasing carrier levels (10–70 dB). C: curves in top
panel compare firing rates obtained with SAM (solid line), and for 100-ms tone
pips (dashed line) as carrier level was varied. Curves in bottom panel display
changes in VS (gray line) and TS (black line) measured for responses to SAM
across carrier level (filled symbols indicate significance for timing indices at
P � 0.001).
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Changes in carrier frequency are captured by changes in
cortical response profiles

Unlike the carrier level, modulation depth, and modulation
frequency, the carrier frequency of the SAM stimulus is not
directly tied to the SPL profile. For this reason, we presented
SAM stimuli at each neuron’s best frequency and rarely varied
this parameter systematically. Nevertheless, the fact that a
neuron’s response area is a joint function of frequency and
level implies that the choice of carrier frequency should impact
the shape of the MPH for SAM. Anecdotally, we have ob-
served that changes in the responses to tone pips at different
frequencies (e.g., a change from predominantly onset to offset
responses) are typically mirrored in analogous changes in the
MPH response profiles, including predictable changes in the
phase of the dominant response peak.

Figure 4 shows how changes in carrier frequency (6, 10, and
16 kHz) were reflected in the responses of an example neuron.
At all carrier frequencies, the neuron fired most strongly at the
SPL profile minima (Fig. 4A; note that as the modulation
period shortens, a fixed neural latency will cause increasing
apparent lag in the response peak relative to the SPL mini-

mum). Overall, the 6-kHz carrier elicited the highest average
firing rates, and the firing rate varied relatively little with
modulation frequency (Fig. 4B). Increasing the carrier fre-
quency resulted in more variable rMTFs, including suppression
relative to the control tone for the 16-kHz carrier at modulation
rates �50 Hz. The impression conveyed by the tMTFs based
on VS (Fig. 4B) is somewhat more complicated, because the
VS tMTF appears band-pass at 10 kHz, but not at 6 or 16 kHz.
Study of the MPHs revealed that responses to the 10-kHz
carrier are weakly bimodal, which explains the reduction in VS
below 20 Hz. Although the differences between the MPH
shapes for the 10- and 16-kHz carriers are subtle, they are
highly reproducible, as indicated by the uniformly high TS
values from 2 to 20 Hz. Thus MPH response profiles contain
information that can be used to distinguish the carrier frequen-
cies of SAM stimuli.

Changes in modulation frequency are captured by changes
in cortical response profiles

As modulation frequency is increased, the changes in am-
plitude indicated by the SPL profile occur more and more
rapidly. The resultant changes in the response profile reveal
temporal constraints on the coding of those changes operant in
the recorded cell and its input pathway. Figure 5B depicts
response profiles for 100% modulated stimuli (m � 1) span-
ning a range from 1 to 50 Hz. These data were obtained from
the same cell featured in Figs. 2 and 3. Comparison of the
response profiles obtained with 2-Hz modulation at 100%
depth in this and previous figures indicates that the features of
the SAM stimulus were robustly encoded in the moment-by-
moment discharge rate of this neuron.

Summary measures derived from the MTF fail to convey
important aspects of the way this neuron encodes the SPL
profile of the SAM stimulus. Figure 5B shows the typical data
representation for SAM responses: MTFs for average firing
rate (rMTF; black line) and synchrony, measured as VS
(tMTF; dashed line). Based on these functions, the best mod-
ulation frequencies for rate (rBMF) and temporal synchrony
(tBMF) are 10 and 20 Hz, respectively. The substantial in-
crease in response synchrony at 10 and 20 Hz occurs because
the neuron is no longer capable of producing separate response
peaks associated with the rising and falling phases of the SPL
profile, as it does for modulation frequencies �5 Hz. The fact
that the tMTF is band-pass is merely an artifact of the VS
calculation, because the separate peaks in the response profiles
for slow modulations distribute the spike times more evenly in
the modulation period. It would be inaccurate to infer from the
tMTF that the temporal fidelity of this neuron’s representation
of modulated stimuli is best at 20 Hz or that the neuron is tuned
for that modulation frequency. At low modulation frequencies,
the shape of the response profile captures the direct rate code
for amplitude used by AI neurons. Accordingly, the TS curve
is effectively flat over this range. In contrast, the shape of the
tMTF captures only what the VS metric encodes—the preci-
sion of phase-locking for a presumed unimodal distribution of
spike phases. This is reflected in the sharp increase in the VS
from 5 to 10 Hz, where the MPH changes from a bimodal to a
unimodal shape (Fig. 5).

Inspection of the response profiles at the lowest modulation
frequencies also indicates that the response profiles have higher

FIG. 4. Changes in carrier frequency are reflected in changes in MPH
response profiles. A: matrix of MPHs depicts changes in response profiles
across modulation frequency (rows) for 3 carrier frequencies (columns). Gray
histograms in PSTHs for unmodulated control tone in the 1st row indicate
firing rate during interstimulus interval. All SAM responses are from the same
neuron tested with 100% modulation at 60 dB. B: curves in top panels depict
corresponding modulation transfer functions (MTFs). Average discharge rate
elicited by unmodulated control at each carrier frequency is indicated by
dashed line. Curves in bottom panels depict corresponding VS (gray lines) and
TS values (black lines; filled symbols indicate significance of timing indices at
P � 0.001).
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frequency components than are present in the sinusoidal enve-
lope of the stimulus. The logarithmic transform that generates
the SPL profile from the amplitude envelope introduces in-
creasingly higher frequency components at larger modulation
depths, caused by the steep falling and rising phases of the SPL
profiles. Nevertheless, the response profiles in Fig. 5 are clearly
not faithful replicas of either the amplitude envelope or the
SPL profile. The nature of this transformation appears to be
related, at least in part, to the neuron’s strongly nonmonotonic
rate level function. At higher modulation frequencies, how-
ever, this relationship becomes obscured because the way
amplitude changes can be encoded is limited by the neurons’
maximal discharge rates.

Number of spikes per modulation cycle determines the
resolution of a discharge rate code for amplitude

The distinction between a synchrony code for modulation
frequency and a discharge rate code for amplitude can only be
made when there are sufficient spikes within each modulation
cycle to distinguish them. The average spike count per modu-
lation cycle impacts a synchrony code and a rate code very
differently. Firing rates affect the synchrony estimate because
VS is maximal (i.e., 1) when all spikes fall in the same phase
of the modulation period. Thus increasing the firing rate above
one spike per modulation cycle will tend to increase the
dispersion of spike times within the modulation period, low-
ering the VS. If cortical neurons serve to extract the modula-
tion frequency, a synchrony code based on perfect phase-
locking to a single and arbitrary point on the stimulus envelope
would suffice. This code is achievable with one or fewer spikes
per modulation cycle. In contrast, the resolution of an ampli-
tude code based on instantaneous discharge rate is crucially

dependent on the number of discharges that a neuron can fire
within each modulation period. Whereas a synchrony code for
modulation frequency marks a point in the MPH, subject to
intrinsic variability in response phase, a discharge rate code for
amplitude changes must describe a function through the period,
subject to intrinsic variability in response rate. In effect, the
average number of spikes per modulation cycle limits the
resolution of a rate code for sound amplitude.

Figure 6 shows the distributions of average spikes per cycle
across all tested modulation frequencies. On a plot with loga-
rithmic axes, the average numbers of spikes per modulation
cycle is well described by a power function, intersecting an
average of one spike per cycle between 10 and 20 Hz. Aver-
aged across all neurons, mean spikes per modulation period
falls from 18.8 at 1 Hz to 1.05 at 20 Hz. Our data showed that
the multipeaked response profiles evident at very low (�5 Hz)
modulation frequencies typically become unimodal at or above
10 Hz (e.g., Fig. 5). Multipeaked response profiles (e.g., Figs.
2, 3, and 5) were typically associated with large depth, low
frequency modulations presented well above the best level of a
strongly nonmonotonic neuron exhibiting sustained responses
to the unmodulated control tone. Because not all cells were
tested at the requisite high carrier levels, we cannot assess the
absolute prevalence of the phenomenon. However, in a sub-
population of neurons tested across a wide range of carrier
levels with 100% depth, fully modulated SAM signals �20 Hz,
13 of 25 neurons exhibited multipeaked discharges, indicating
that they are not uncommon if the appropriate stimulus condi-
tions exist. Nevertheless, the modulation frequencies that re-
sulted in a clearly multimodal MPH never exceeded 20 Hz in
our sample. In effect, cortical neurons default to a synchrony
code for SAM above this critical range for direct amplitude
coding. We will consider evidence that cortical neurons use a

FIG. 5. Changes in modulation frequency are reflected
in changes in MPH response profiles. A: response to un-
modulated control tone indicates that response of this cell
was suppressed by a 10-s tone at carrier frequency (600 Hz)
and level (60 dB). B: series of MPHs shows responses to
modulation frequencies indicated to right of each histo-
gram. Rightward shift of mean response phase at increasing
modulation frequencies reflects greater impact of response
delay for shorter modulation periods (arrows). Modulation
depth was 100%. C: curve in top panel depicts rMTF, the
changes in firing rate across modulation frequency. Re-
sponse to unmodulated control tone is indicated by dashed
line. Curves in bottom panel depict tMTFs, the changes in
VS (gray line) and TS (black line) across modulation
frequency (filled symbols indicate significance of timing
indices at P � 0.001).
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nonsynchronized rate code for modulation frequency in a
subsequent section.

Response profiles of cortical neurons uniquely encode
different SAM stimuli

The cortical response profiles appear to “multiplex” the
parameters of SAM stimuli because those parameters jointly
define the instantaneous amplitude of the signal. The foregoing
examples showed that changes in modulation depth, carrier
level, and modulation frequency are each captured by changes
in the shapes of MPH response profiles at low modulation
frequencies. Figure 7 shows the results of four slices through
the space of possible SAM stimuli. For a given carrier fre-
quency, the stimulus space of a SAM stimulus has three
dimensions, as indicated by the axes of carrier SPL (x),
modulation depth (y), and modulation frequency (z). It is clear
from the SPL profiles that graded changes in a given stimulus
parameters are represented by graded changes in the associated
response profiles. As a result, the shapes of the MPHs suffice
to identify the details of the stimulus envelope, which is jointly
defined by these three parameters. In contrast, the summary
measures based on rate, synchronization, and trial correlation
appearing in the insets do little to enlighten precisely how the
changes in amplitude are encoded by this neuron.

Increases in modulation frequency for a 20-dB SPL carrier
(aligned diagonally in black) produce a progressive rounding
of the peak associated with the SPL maximum (changes in the
mean phase of the response reflect the group delay). Increases

in carrier level for a 2-Hz modulation (aligned horizontally in
gray) also produce striking changes in the phase of the re-
sponse, but these changes are attributable solely to the neuron’s
tuning for SPL, because the modulation frequency is constant
(latency differences related to changes in SPL are unlikely to
have a significant impact when the modulation period is very
long, as it is here). At 40 dB SPL and above, the cell responds
to decreases in SPL near the falling phase of the stimulus
envelope, consistent with its nonmonotonic pure tone RLF and
preferred SPL of 25 dB SPL (data not shown; note, however,
that the SAM-derived RLF in b is flat). Comparison of the
response profiles at 20 and 70 dB SPL shows that the response
phases are effectively inverted. Analogously, this neuron re-
sponded to short (100 ms) 20-dB SPL tones throughout the
tones’ duration, whereas 70-dB SPL tones elicited only a
phasic discharge at sound offset (data not shown).

This example further shows that the RLF can be very useful
for predicting qualitative features of cortical responses to SAM
at low modulation frequencies (particularly in cells with sus-
tained responses to long duration tones). It is noteworthy that
the reversal in response phase at 20 and 60 dB SPL is apparent
even at the lowest modulation depths, where the change in
actual stimulus levels is quite small (less than �2 dB for m �
0.2). For this reason, it is more accurate to say that the neuron
generally responded when the stimulus approached its pre-
ferred SPL, because it clearly did not actually achieve that
value for moderate depths. Thus it would be overly simplistic
to suggest that a static measure of SPL tuning such as the RLF
could simply be used as a lookup table for predicting cortical
responses to those same SPLs in a dynamic context. A more
detailed model relating to the shape of the RLF to shape of the
MPH, taking the additional temporal factors that shape cortical
responses (e.g., spike frequency adaptation, or synaptic depres-
sion) into account, is beyond the scope of this paper. Never-
theless, the heuristic value of the RLF in predicting SAM
responses in many neurons is evidence for rate-based coding of
sound level at low modulation frequencies.

Like Fig. 7, Fig. 8 includes a matrix of response profiles for
SAM signals varying in depth, carrier level, and modulation
frequency. In this neuron, however, complete modulation
transfer functions (0.7 to 200 Hz) were obtained at 100% depth
for carrier levels spanning a 40-dB SPL range. This neuron
responded nonmonotonically to tone pips (Fig. 8A). Here we
show results with SAM whose carrier level was near the peak
(20 dB SPL), on the slope (40 dB SPL), and near its nadir (60
dB SPL). Similar reversals of response phase at very low
modulation depths are evident in the responses to 20- and
60-dB SPL carriers (gray histograms on the diagonal), as are
graded changes in the response profiles with increasing mod-
ulation depth, including the appearance of a narrow peak near
the rising phase of the envelope for 100% modulation at 60 dB
SPL. Again, stimulation at a low carrier SPL elicited responses
coincident with the highest SPLs within the modulation period,
with significant synchrony evident even at 200 Hz (data not
shown). Responses to 40 dB SPL SAM were similar to those at
20 dB SPL, although the average firing rates are higher at
modulation frequencies �10 Hz, as shown in the rMTF (Fig.
8B). At 60 dB SPL, however, responses to both the falling and
rising phases of the envelope are evident �20 Hz, although the
earlier peak becomes substantially attenuated when the latter
begins to dominate at 5 Hz and above. The rMTF at 60 dB SPL

FIG. 6. Number of discharges per modulation period decreases with in-
creasing modulation frequency (n � 2,379). Each neuron contributed as many
points to the graph as there were tested modulation frequencies in its rMTF.
Best linear fit to data (r2 � 0.77) is shown by solid line. Dashed gray line
extending from 1 discharge per period indicates that, on average, cortical
neurons no longer fire more than a single action potential per period at �11 Hz.
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drops rapidly with increasing modulation frequency because of
the diminished response to the falling phase of the envelope,
which comprises the majority of the spikes at 1 and 2 Hz. Thus
the rBMF for a 60-dB SPL carrier is 1 Hz compared with 5 and
10 Hz for the 20- and 40-dB SPL carrier levels, respectively.

The relative ordering of the tMTFs in Fig. 8B indicates a
progressive loss of synchrony as the carrier level is increased.
At low modulation frequencies, the cortical reductions in VS at
high carrier levels typically reflect increases in firing rate
during the rapid falling and rising phases of the SPL profile,
which distributes spikes more widely throughout the modula-
tion cycle. For example, the sharp peak that occurs during the
rising phase of the SPL profile is not captured by the tMTF at
60 dB SPL. The effect on the VS is diluted by spikes occurring
at distant phases, despite the obvious temporal precision of the
neuron’s responses. Given the shape of the RLF, this neuron
might be expected to respond poorly to 60 dB SPL SAM
because the stimulus spends relatively little time in the range of
the neuron’s preferred SPLs. The rMTFs and tMTFs seem to
confirm this expectation. The TS values did not vary signifi-
cantly across carrier level (Wilcoxon ranked sum; P � 0.1). On

the other hand, the changes in TS across modulation frequency
were highly correlated for the different carrier levels (r2 � 0.7;
Fig. 8B), which suggests the existence of shared temporal
limits on the neuron’s ability to encode SPL changes across the
tested range.

The foregoing examples suggest that the shapes of the MPHs
can, in many cases, be uniquely associated with the SAM
stimuli that elicited them. We explicitly tested this notion by
applying a PSTH-based response classifier to spike trains
elicited by SAM stimuli that varied along a single parameter
axis: carrier level, modulation depth, or modulation frequency
(see METHODS). Figure 9 shows the confusion matrices (A–C)
obtained when applying the classifier to the MPHs depicted in
Figs. 2, 3, and 5, respectively. In all three cases, classifier
performance was substantially better than chance, as indicated
by the distribution of correct estimates of stimulus identity
along the diagonal. Although the elimination of firing rate
information by response normalization (see METHODS) did re-
duce performance in these examples, the “phase only” confu-
sion matrices in the central column evidence a fairly modest
reduction in classifier performance. In contrast, the “rate only”
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confusion matrices to the right indicate poorer performance
when the basis for the estimate is limited to average spike rate.

To explore these issues at the population level, we identified
a subset of neurons for which we had obtained MPHs for a set
of SAM parameter values. We were able to identify 25 neurons
that had been tested across a large range (mean � 52 dB) of
carrier levels at low (�20 Hz) modulation frequencies. We
also identified a subset of neurons (n � 145) where we had
obtained both MTFs and modulation depth functions (MDFs)
at the best modulation frequency. After discarding data based
on nonstandard trial lengths, we applied the classifier to the
remaining 124 MTFs and 111 MDFs. These data represent the
neuronal population characterized below.

Because our PSTH-based classifier operates on vectors of
binned spike counts, the choice of binwidth determines the
temporal resolution at which the test spike train is compared
with the different response templates. The curves in Fig. 9,
D–F show how classifier performance varied as a function of
binwidth for the examples shown (the spike train and phase-
only confusion matrices are depicted at the optimal binwidth,
i.e., the peaks of the black and gray curves, respectively). To
assess this relationship at the population level, we computed
percent correct as a function of bin size (1, 2, 4, 8, 10, 20, 40,
and 1,000 ms) for each neuron, normalized each curve by its
peak, and generated population composite curves by averaging
the results across cells for each SAM parameter. Although

optimal binsize did vary from neuron to neuron, the curves for
most individual neurons were relatively flat from 8 to 40 ms.
The composite curves for all three SAM parameters exhibited
significant (Wilcoxon ranked sum, P � 0.001) increases when
the binwidth increased from 1 to 2, 2 to 4, and 4 to 8 ms, but
were essentially flat (P � 0.01) from 8 to 40 ms, indicating that
binning over roughly 10 to tens of milliseconds produced the
best classifier performance in nearly all neurons. All three
composite curves dropped significantly (P � 0.0001) at the
1,000-ms bin, corresponding to the “rate only” estimate. The
shapes of the composite curves for the phase-only classifiers
were essentially identical to those for the spike train classifiers,
although the slopes tended to be shallower for small bins for
the MTF and MDF discriminations.

Scatterplots comparing the performance of the spike train,
phase-only, and rate-only classifiers for each SAM parameter
are shown in Fig. 10. Performance of the spike train classifier
is mapped to the abscissa, whereas performance of the phase-
only (black) and rate-only (gray) classifiers are mapped to the
ordinate. Discrimination of depth was relatively poor, as indi-
cated by the clustering of points near the origin in Fig. 10A.
Nevertheless, classifier performance significantly (P � 0.0001;
see METHODS for a description of the bootstrapping procedure)
exceeded chance in 59 of 111 neurons (53%) when the original
spike train was used, in 47 neurons (42%) when only phase
information was used, and in 21 (19%) neurons when only
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average rate information was used. When the relative quality of
the estimates was accounted for by assigning a cost index (see
METHODS), significant performance rose to 77 (86), 69 (77), and
29% (32), respectively. When the performances of the spike
train and phase-only classifiers were compared, there was a
marginal but significant benefit to using the full spike train with
respect to both percent correct (Wilcoxon ranked sum, P �
0.0075; spike train mean: 0.28; phase-only mean: 0.25) and
cost (P � 0.0156; spike train mean: 0.31; phase-only mean:
0.34). Nevertheless, the phase-only classifier significantly out-

performed the rate-only classifier both in terms of percent
correct (P � 0.0002; mean: 0.21) and cost (P � 5.6 � 10�11;
mean: 0.41).

As is evident in Fig. 10B, discrimination of carrier level was
substantially better than that for modulation depth, although it
is worth noting that we typically tested fewer carrier levels
(typically 6 or more, with a minimum of 4 and maximum of 9),
than modulation depths (typically 6, or 11, i.e., 0 to 100% in 20
or 10% steps) so the baseline for chance performance is also
somewhat higher for carrier level. We corrected for the dis-
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FIG. 9. Set of 9 confusion matrices depicted here
show performance of spike train, phase-only, and rate-
only classifiers for MPHs that had been previously
shown in Figs. 2 (A: modulation depth), 3 (B: carrier
level), and 5 (C: modulation frequency). Note that Figs.
2 and 5 were based on data from the same cell. Numbers
along diagonal for confusion matrices in leftmost col-
umn indicate stimulus values to be discriminated by
classifier. Grayscale values for each square indicate how
often classifier chose stimulus value in that row when
actual stimulus had the value of the column. Perfect
classification (20/20) is indicated by white squares along
diagonal. Curves depicted in D–F indicate percent cor-
rect as a function of binwidth chosen for classifier.
Performance of spike train classifier is shown in black
and that of phase-only classifier in gray. Performance of
rate-only classifier (binwidth � 1,000) corresponds to
rightmost point on each black curve. Chance perfor-
mance is indicated by dashed line on each panel.

FIG. 10. Scatterplots in each panel compare performance (in percent correct) of spike train classifier, which is plotted on abscissa, to performances of
phase-only (black circles) and rate-only (gray circles) classifiers, which are plotted along ordinate, for stimulus sets that varied in modulation depth (A; n � 111),
carrier level (B; n � 25), and modulation frequency (C; n � 124).
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crepancy in stimulus set size by converting percent correct into
z-scores with respect to the bootstrapped distribution (see
METHODS). When this is done, classifier performance remains
substantially better for carrier level than for modulation depth
for the spike train classifier (Wilcoxon ranked sum, P � 8.1 �
10�11; means of 13 vs. 5.2) and phase-only classifier (P �
4.5 � 10�11; means of 11.8 vs. 4), but not the rate-only
classifier (P � 0.1960; means of 2.9 vs. 4). As the alignment
of the black circles on the unity line in Fig. 10B suggests, the
spike train and phase-only classifiers performed similarly (Wil-
coxon ranked sum, P � 0.3037; means of 0.6 vs. 0.55). Given
the foregoing observation, it is not surprising that the rate-only
classifier performed substantially worse than the phase-only
classifier, (P � 2.1 � 10�7; means of 0.28 vs. 0.55). Perfor-
mance was significantly better than chance in 96 (24 of 25), 92
(23), and 44% (11) of the neurons in our sample for the spike
train, phase-only, and rate-only classifiers, respectively,

Discrimination of modulation frequency, as expected, was
also quite good in many neurons (Fig. 10C). Surprisingly,
however, discrimination of modulation frequency was not
significantly better than discrimination of carrier level for the
spike train (Wilcoxon ranked sum, P � 0.7728; z-scored
means of 13.7 vs. 13), phase-only (P � 0.5239; 13 vs. 11.8), or
rate-only (P � 0.1844; 4 vs. 2.9) classifiers. Thus the notion
that modulation frequency is preferentially represented by the
responses of cortical neurons was not supported, because
carrier level is represented with equivalent fidelity. Figure 10C
also shows that average firing rate information is, at best,
ancillary to modulation frequency discrimination, because the
spike train and phase-only classifiers exhibit statistically equiv-
alent performance (Wilcoxon ranked sum, P � 0.3954; means
of 0.48 vs. 0.46), and the phase-only classifier dramatically
outperforms the rate-only classifier (P � 2.3 � 10�29; means
of 0.46 vs. 0.20). Performance was significantly better than
chance in 95 (118 of 124), 94 (116), and 36% (45) of the

neurons in our sample for the spike train, phase-only, and
rate-only classifiers, respectively.

To assess how well particular stimuli could be discriminated
on the basis of cortical responses, we reanalyzed the set of
confusion matrices for the population. Instead of summing
over the diagonal to generate the global percent correct, we
summed over columns to generate the percent correct for each
stimulus in the set individually. We averaged percent correct
for every instance of a given stimulus in the population, for
each classifier, to produce the curves shown in Fig. 11, A–C.
Performance for modulation depth was best at extreme values
(0 or 100%), which is compatible with the observation that
unmodulated control tones produced weak, flat PSTHs,
whereas fully modulated stimuli often produced robust PSTHs
with unique features, such as those related to the emergence of
double peaking in the MPH. Conversely, SAM stimuli in the
middle range of modulation depth produce excursions in in-
stantaneous SPL around the carrier level within a fairly limited
range of SPLs (see Fig. 2A), so the resulting MPHs tended to
be relatively similar in shape, which apparently resulted in
poorer discrimination. The discrimination curves for carrier
level (Fig. 11B) indicate that the spike train and phase-only
classifiers outperform the rate-only classifier at all carrier
levels �0 dB, where low average firing rates support reliable
discrimination based on rate alone, and phase information is
limited. Finally, the discrimination curves for modulation fre-
quency indicate that average rate information is generally poor,
with some slight improvement at the highest modulation fre-
quencies. It is not immediately obvious why the spike train and
the phase classifier differ for the 1-, and to a lesser extent, 2-Hz
stimuli, but it is possible that PSTH shapes corresponding to
either double-peaked or “notched” (e.g., Fig. 3, 40 dB) MPHs,
where spikes are widely distributed throughout the modulation
period, are confused with responses above the synchrony
cut-off when firing rate information cannot be used to distin-

FIG. 11. Sets of curves in the top row (A–C)
indicate population average of performance of
different classifiers on a stimulus by stimulus
basis. Composite curves for spike train, phase-
only, and rate-only classifiers are shown in
dashed black, dashed gray, and black, respec-
tively. Vertical bars indicate � 2 SE of mea-
surement. Horizontal axes are shared with
panels in the bottom row, which show how
population averages of vector strength and
trial similarity vary across modulation depth
(D), carrier level (E), and modulation fre-
quency (F). Vertical bars indicate � 2 SE of
measurement.
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guish them. In neurons with low firing rates, it is likely that the
PSTH shapes are inconsistent when so few modulation cycles
(i.e., 1 or 2) are available to define them. In light of this, the
superior performance of the phase-only classifier at 10 and 20
Hz suggests that, when more modulation cycles are available,
second-to-second fluctuations in firing rate can worsen perfor-
mance by promoting spurious, rate-based stimulus estimates.

In Figs.2–5, 7, and 8, we showed examples where the values
for TS exceeded those for VS, indicating that the latter metric
failed to capture the fact that cortical responses could reliably
produce MPH shapes that the VS metric evaluates as poorly
synchronized. Figure 11, D–F, shows the population averages
for VS and TS across modulation depth, carrier level, and
modulation frequency, respectively. Higher modulation depths
and carrier levels tend to increase the discrepancy between
these metrics in favor of TS. Conversely, lower modulation
frequencies (�10 Hz) favor TS with respect to VS, in support
of our claim that cortical neurons essentially default to a
synchrony code at 20 Hz or higher, where the two curves
merge. Overall, however, TS and VS values were highly
correlated when the values averaged in Fig. 11F (n � 1245) are
compared (r � 0.80; P � 8.7 � 10�282). As a result, the shapes
of tMTFs derived from TS and VS within individual cells are
also highly correlated, such that the population mean of such
correlations was 0.84.

If TS more effectively captures the ability of cortical neu-
rons to represent a particular stimulus, we would expect that it
should be more highly correlated with classifier performance
on a cell by cell basis. To test this hypothesis, we computed the
mean VS and TS for each stimulus set and correlated these
values with the performance of the spike train and phase-only
classifiers. For modulation depth, the (Pearson product mo-
ment) correlation between percent correct for the spike train
classifier and mean VS was weak (r � 0.22; P � 0.0205). A
much stronger correlation was obtained with the mean TS (r �
0.44; P � 8.7 � 10�7). The corresponding correlations for the
phase-only classifier were 0.17 (P � 0.0807) and 0.36 (P �
0.0001). When we repeated the analysis for carrier level, the
correlation between spike train classifier performance and
mean VS was 0.25 (P � 0.2275),compared with 0.70 (P �
0.0001) for mean TS; the corresponding values for the phase-
only classifier were 0.20 (P � 0.3291) and 0.80 (P � 2.2 �
10�6). As expected given the nature of the discrimination,
mean VS was most highly correlated with spike train classifier
performance for modulation frequency (r � 0.44; P � 3.2 �
10�6). The correlation with mean TS was substantially higher
(r � 0.75; P � 1.7 � 10�23), however. We obtained analogous
results for the phase-only classifier, with corresponding values
of 0.43 (P � 6.8 � 10�7) and 0.80 (P � 3.1 � 10�29).
Thus mean TS provides a demonstrably better metric for
assessing the cortical representation of modulated signals than
does mean VS.

Qualitative features of response profiles to SAM stimuli can
be predicted by responses to an unmodulated carrier tone

The foregoing single-unit examples indicate that, at low
modulation frequencies, cortical responses can sometimes be
related to features of the SPL profiles of SAM stimuli by
considering each neuron’s tuning for sound amplitude. Be-
cause changes in the parameters defining SAM signals produce

changes in the shapes of neuronal response profiles consistent
with their tuning for sound level, heterogeneity in the shapes of
cortical RLFs predict a corresponding heterogeneity in the
shapes of cortical response profiles for a given stimulus. Given
the myriad temporal factors that shape cortical responses,
however, it is likely that a RLF measured with 100-ms tone
pips will not always be relevant to the tuning for sound
amplitude expressed at longer stimulus durations. In the ab-
sence of complete RLFs obtained with long stimuli, we simply
classified responses to unmodulated control tones presented at
the same carrier level and duration as either sustained and
nonsustained.

Sustained responses differed significantly (see METHODS)
from the spontaneous rates estimated during the interstimulus
intervals: driven responses exceeded the spontaneous rate (n �
113); “suppressed” responses were significantly below it (n �
42). Nonsustained responses to the unmodulated control tone
(n � 201) were not significantly different from the spontaneous
rate. It is important to note that these are response categories
for a particular stimulus, not cell categories. For example,
changing in the SPL of the unmodulated control tone presented
to a neuron that is nonmonotonically tuned to SPL could
change its designation from “driven” to “suppressed.” Never-
theless, sustained responders generally continued to give sus-
tained responses as stimulus parameters varied and encoded
parameters of the SAM stimuli robustly. As a result, previous
figures have emphasized neurons with sustained responses
because they appear to track changes in stimulus amplitude
more effectively.

Response class designation was not significantly associated
with either carrier frequency or level (ANOVA, P � 0.10).
Response classes were not distinguishable on the basis of
summary measures derived from the MTF, such as the distri-
butions of rBMF and tBMF (ANOVA, P � 0.10), although
there was a trend for VS at the tBMF to be slightly higher for
the suppressed response class (ANOVA, P � 0.0314). As one
would expect from how the classes were defined, the average
firing rates elicited by the pure tone control varied across
response types (ANOVA, P � 0.0001), such that the driven
class was higher (mean � 22.9 spikes/s) than the nonsustained
(13.2 spikes/s) and suppressed classes (9.9 spikes/s). Con-
versely, the distributions of spontaneous rates varied among
groups (ANOVA, P � 0.0001), being highest for the sup-
pressed class (mean � 23.3 spikes/s), intermediate for nonsus-
tained responses (12.01 spikes/s), and lowest for the driven
response class (6.6 spikes/s).

Figure 12 depicts the responses of four cells that exhibited
sustained changes in firing rate during the unmodulated control
stimulus. Driven responses are shown in the first two columns.
Characteristically, there was a trough coincident with the
periodic amplitude minimum at the lowest modulation frequen-
cies. In contrast, suppressed responses were characterized by a
response peak coincident with the periodic amplitude mini-
mum. In one case (third column), the response to the decrease
in amplitude was accompanied by a second response peak at
the rising phase of the envelope.

The MTFs for both rate and synchrony appear in the bottom
two rows of Fig. 12. For columns 1–4 respectively, synchrony
cut-offs were 40, 60, 50, and 200 Hz, and tBMFs were 10, 6,
20, and 20 Hz. None of these responses was particularly well
tuned in terms of average firing rate, although all possessed a
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FIG. 12. Responses of 4 neurons exhibiting driven (left 2 columns) and suppressed (right 2 columns) responses to unmodulated control tone are shown. A:
PSTHs show neural response during presentation of a 10-s unmodulated control tone at carrier frequency (black) and during the 2-s interstimulus interval
thereafter (gray). B: MPHs in each column represent response of a neuron to modulation frequencies from 1 (bottom) to 20 Hz (top). C: top row depicts rMTFs
corresponding to MPHs shown in B. Dashed line indicates firing rate elicited by unmodulated control tone. Associated tMTFs are shown in the bottom row (filled
symbols indicate significance of timing indices at P � 0.001).
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rBMF (200, 60, 10, and 500 Hz), defined as a maximum
response that was significantly greater than that obtained for at
least two other modulation frequencies. By this criterion, 83%
(295/356) of the units in our sample had a rBMF for 100%
modulated stimuli, and 85% (302/356) had a worst modulation
frequency (rWMF; i.e., a minimum response significantly
smaller than was obtained for at least two other points).

The nonsustained response class was more heterogeneous
and included a range of response types for pure tones (onset,
offset, and both), as well as a range of spontaneous rates, as the
examples chosen for Fig. 13 are intended to suggest. At one
extreme, there were some cells which appeared to respond
selectively to the rapid rising phase of the amplitude profile
(left column). In other cells, the response profile was more
complex (right column). Although the MPH shapes were
variable, a response peak coincident with the rising edge of the
stimulus envelope was the most consistently observed feature
of SAM responses from the nonsustained class. Qualitatively,
cells in the nonsustained class exhibited noisier responses, as

would be expected from the fact that the response classes were
defined by how effectively the SAM stimulus controlled the
firing rate over long intervals.

The robust performance of the phase-only classifiers indi-
cates the importance of spike timing to the cortical represen-
tation of SAM stimuli. As previous examples have shown,
however, spike trains elicited by a given SAM stimulus will
depend on how the carrier level interacts with tuning for sound
amplitude. To address the distribution of response phase for a
given amplitude at the population level, we created composite
MPHs based on all responses (n � 66) from a single cylinder
placement in the left hemisphere of a single animal (X) to
100% modulated SAM signals presented at the same SPL (60
dB; recordings from this hemisphere were obtained at a stan-
dard SPL for this purpose). Because we were primarily inter-
ested in response profile diversity for an equivalent sound
level, we presented the SAM signals at the best frequency of
each neuron rather than using broadband noise, whose effec-
tive SPL would depend on each neuron’s filter bandwidth. To
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FIG. 13. Responses of 2 neurons exhibiting nonsustained
responses to unmodulated control tone are shown. A: PSTHs
show neural response during presentation of a 10-s unmodu-
lated control tone at carrier frequency (black) and during the
2-s interstimulus interval thereafter (gray). To show that these
neurons clearly responded to tonal stimuli, responses to 10
repetitions of short tone pips are shown as insets. Black bar
under each indicates tone duration. B: MPHs in each column
represent response of a neuron to modulation frequencies
from 1 (bottom) to 20 Hz (top). C: rMTFs (dashed line) and
tMTFs for VS (gray) and TS (black) corresponding to data in
B are shown (filled symbols indicate significance of timing
indices at P � 0.001).
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preserve changes in firing rate across modulation frequency
while preventing the most responsive neurons from dominating
the composite MPH, the response profiles for each neuron were
normalized by its maximum binned spike count (i.e., if the
maximum binned spike count of 50 spikes occurred for the
10-Hz SAM stimulus, all bins would be divided by 50, and
only the normalized MPH at 10 Hz will contain a bin valued at
1). The normalized MPHs at each modulation frequency were
averaged across cells to generate the composite MPH.

Examination of the left column of Fig. 15 reveals that for
modulation frequencies up to �10 Hz, there is a clear, albeit
broad, peak in the composite MPH corresponding to the
highest stimulus levels in the modulation period. Clearly, the
composite MPH obscures many of the fine details evident in
the MPHs of individual neurons. Given the diversity in cortical
responses to SAM stimuli and differences in group delay
across neurons, it is surprising that even without selecting
inputs by response type or correcting for response latency, the
population response to 100% SAM at 60 dB SPL is sufficiently
coherent to yield a modulated composite MPH for modulation
frequencies comprising much of the communication range.

The remaining columns in Fig. 15 show the composite
MPHs subdivided by response class. For modulation frequen-
cies �5 Hz, the differences in the MPH shapes are particularly
clear. Driven responses (n � 22) follow the amplitude enve-
lope quite well, showing a clear response minimum at the
envelope minimum. Conversely, suppressed responses (n �
11) respond maximally at the envelope minimum. The nonsus-
tained class proved the most variable in terms of response
phase at the lowest modulation frequencies, but became in-
creasingly similar to the driven class above 5 Hz, at which
point most MPHs tended to converge on a unimodal response
clustered around the rising phase of the envelope. We con-
firmed that the shapes of the MPHs differed significantly by
response class by performing principal components analysis
(PCA) on all the 52-bin MPHs used to derive the composites.
The eigenvalues associated with the first three principal com-
ponents were used to map each cell onto a three-dimensional
space, and mean values for each response class were computed.
The Euclidean distance between the group means serves as a
measure of how much MPH shape differed across response
classes. To verify that the response class designation captured
meaningful differences in the MPH shapes, we repeated the
calculation above after randomizing the assignment of cells to
response classes (1,000 iterations). A significance value was
assigned by counting the fraction of instances when the dis-
tances between the group means for the bootstrap procedure
exceeded the distances for the real composite MPHs. By this
criterion, the driven and suppressed classes were significantly
different for all modulation frequencies up to and including 5
Hz (P � 0.01), indicating that the response class designation
captured important features of the MPH shapes for the sus-
tained responders at very low modulation frequencies.

As can be seen in Fig. 15, the MPH shapes for the driven and
suppressed classes are complementary, and when summed, will
clearly reduce the apparent modulation of the population re-
sponse. More generally, it is apparent that the population
representation of SAM signals, while variable by response
class, is relatively stereotyped within each class, and the
composite MPHs of each are readily explicable in terms of the
instantaneous stimulus amplitude. Because response class for a

given carrier level (e.g., 60 dB SPL) depends on each neuron’s
tuning for sound amplitude, the phase coherence of the re-
sponses of a given cortical population will depend on their
tuning for sound amplitude and not merely the distribution of
their synchrony cut-offs in terms of modulation frequency.

Macaque AI does not seem to contain a nonsynchronized
population that encodes high modulation frequencies with
changes in average firing rate

In this report, we focused on instantaneous rate coding of
SAM signals at low modulation frequencies. Lu et al. (2001)
have argued that higher modulation frequencies could be en-
coded by changes in average discharge rates. They identified a
“nonsynchronized population” that did not respond synchro-
nously to clicks presented at either long or short interclick
intervals, but encoded variations in short interclick intervals
(�20–30 ms, or roughly 30–50 Hz) with changes in average
discharge rate. In our sample, there were six neurons (6/361,
1.7%) that exhibited significant variations in average discharge
rate without also exhibiting significant synchrony to at least
one tested modulation frequency. We were also able to identify
a group of neurons (56/355; 16%) that exhibited a statistically
significant change in average rate for modulation frequencies
beyond their synchrony cut-offs (P � 0.001 by the Rayleigh
test). Although there appears to be no evidence for a “pure”
nonsynchronized population, it is still possible that cortical
neurons shift from a synchrony code to a rate code as modu-
lation frequency increases. To evaluate this possibility, we
compared the discharge rate contrast (defined as the difference
across modulation frequency below the synchrony cut-off) to
the rate contrast for modulation frequencies above the syn-
chrony cut-off. Our results showed that the mean rate contrast
within the synchronized regimen (15.08 spikes/s) was signifi-
cantly greater (ANOVA, P � 0.0001) than that of the nonsyn-
chronized regimen (7.70 spikes/s). The mean rate contrast
across all modulation frequencies was 19.51 spikes/s. Thus
relatively little of the variation in average spike rate occurs in
the range of modulation frequencies where cells no longer
synchronize to SAM signals, suggesting that “rate coding” in
the nonsynchronized regime is relatively weak in macaque
auditory cortex.

It is worth noting in this context that the synchronized
regimen extended to much higher modulation frequencies that
would be expected based on reports from anesthetized animals
(Langner and Schreiner 1988). Thus in a few neurons, the
synchronized regimen included all modulation frequencies in
the standard testing battery (0.7 to 200 Hz). We calculated the
percentage of significantly synchronized responses (P � 0.001
by the Rayleigh test) at each of the standard modulation
frequencies and found that nearly 80% of all responses fol-
lowed modulation frequencies �10 Hz (0.7: 77%; 1: 79%; 2:
84%; 5: 87%; 10: 80%), but progressively fewer were able to
follow higher modulation frequencies (20: 55%; 50: 36%; 100:
23%; 200: 9%).

To facilitate comparison with other studies, we generated
histograms of the rBMFs (Fig. 14B) and tBMFs (Fig. 14C) for
all cells in the population. The joint distribution of rBMFs and
tBMFs is indicated by the matrix in Fig. 14A. As we have
argued, all neurons effectively default to a synchrony code at a
sufficiently high modulation frequency, implying that syn-
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chrony cut-offs can be reliably measured with VS. The tBMF,
however, is problematic because it tends to favor intermediate
modulation frequencies (5–10 Hz) over very low modulation
frequencies (�5 Hz). Nevertheless, it is clear that the majority
of both rBMFs and tBMFs fall below 20 Hz, with peaks
distributed around 5 Hz. It is also worth noting that the use of
the BMF tends to exaggerate the effectiveness of the 5- and
10-Hz SAM relative to the 1- and 2-Hz SAM. When the
discharge rates elicited by each modulation frequency are
normalized with respect to the rBMF (i.e., the rBMF has a
value of 1) and averaged over the population, the resulting
curve describes a low frequency plateau with a relatively
shallow peak at 5 Hz (population mean � 0.73). A1 neurons
responded relatively poorly to modulation rates at 50 Hz or
higher, with a minimum population mean of 0.51 at 200 Hz.

D I S C U S S I O N

AI neurons encode changes in stimulus amplitude

Our results showed that the responses of AI neurons provide
a high fidelity representation of amplitude changes. In partic-
ular, they showed that cortical neurons robustly encode the
parameters defining the SAM stimulus, such as carrier level,
modulation depth, and modulation frequency, in the temporal
patterns of their responses. As a consequence, changes in any
of these parameters typically result in clear and consistent
changes in the shape of the MPH. In contrast to studies that
have emphasized the ability of cortical neurons to extract a
purely temporal modulation from SAM signals (Liang et al.
2002; Lu et al. 2001), our study revealed that cortical neurons
instead “multiplex” the stimulus parameters that jointly define
the instantaneous amplitude of modulated signals.

There are several reasons why the fidelity of the cortical
representation of SAM signals may not have been appreciated

in earlier work. The principal reason is the widespread empha-
sis on temporal limits on the encoding of SAM, focusing
particularly on the neural representation of modulation fre-
quency embodied in the MTF. In more peripheral auditory
structures, the shapes of MPHs tend to be sufficiently stereo-
typed that it is possible to interpret changes in the shapes of
MTFs when SAM parameters such as modulation depth are
varied (Joris and Yin 1992). The increased heterogeneity in
tuning for SPL in central auditory structures, such as the
increased prevalence of nonmonotonic RLFs (IC: Semple and
Kitzes 1987; AI: Semple and Kitzes 1993a,b), results in in-
creased heterogeneity of MPH response profiles (Moller and
Rees 1986), limiting the value of simple response metrics such
as vector strength and the tMTFs derived from it. By using
detailed examples from individual neurons, we tried to show
that the complex relationship between the stimulus envelope
and the MPH response profile retains information about instan-
taneous SPL that a pure synchrony code for modulation fre-
quency would not. We must stress that we have deliberately
chosen examples where the demands of a synchrony code for
modulation frequency conflict with those of an instantaneous
rate code for amplitude. Although these examples were chosen
to illustrate, as clearly as possible, the preferential encoding of
amplitude, these cells are exemplary in how well they encode
amplitude changes, not in the fact that it is amplitude that they
encode.

The second reason that direct rate coding of amplitude
changes may have been overlooked is the use of anesthesia in
all but a few early physiological studies (Bieser and Muller-
Preuss 1996; Brugge and Merzenich 1973; De Ribaupierre et
al. 1972; Funkenstein and Winter 1973; Goldstein et al. 1959).
In the range of modulation frequencies where cortical neurons
fire multiple spikes per modulation cycle, MPH shapes often
contain a range of response features that clearly reflect the
interaction of the instantaneous amplitude of the SAM signal
with the amplitude tuning of cortical neurons. At progressively
higher modulation frequencies (�20 Hz), where cortical neu-
rons typically fire less than one spike per modulation cycle
(Fig. 6), the representation of SAM signals tends to converge
on a single MPH peak, commonly corresponding to the rising
phase of the stimulus envelope where the amplitude (in dB
SPL) changes most rapidly. Under anesthesia, however, the
rich representation of low modulation frequency stimuli is
compromised by reduced discharge rates. Not only does this
dramatically curtail the variety of MPH shapes that can be
observed, but the fact that AI neurons are often limited to
roughly one spike per cycle implies that rate based measure-
ments such as the BMF will be artificially shifted in favor of
higher modulation frequencies (e.g., 10 vs. 2 Hz), because
more cycles per second will result in higher firing rates.
Consequently, the qualitative differences in the representations
of high and low modulation frequencies, which are dependent
on differences in average spikes per cycle, may have escaped
attention. The increased upper limit of synchronization ob-
served in unanesthetized animals, which could reach several
hundred hertz in our data sample, may have drawn attention
away from the dramatic increase in spike per cycle firing rates
at low modulation frequencies, which is a prerequisite for the
form of “direct” amplitude coding we have described here.

Our early figures emphasized the responses of nonmono-
tonic units to extremely low modulation frequencies because

FIG. 14. Distributions of best modulation frequencies for both rate and VS
favor SAM stimuli �20 Hz. Distribution of rBMFs is indicated by histogram
in B and that of tBMFs based on VS in C. Matrix plot in A shows joint
distribution. Only those cells (n � 238) tested using the standard battery of
modulation frequencies (0.7, 1, 2, 5, 10, 20, 50, 100, and 200 Hz) were
included. Each neuron contributed an rBMF and and tBMF to this graph.
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such examples are readily related to the amplitude waveform
without necessitating corrections for group delay. There is no
principal reason to believe that what the timing of cortical
action potentials encode—a quantity related to instantaneous
SPL (Heil and Irvine 1996; Heil and Neubauer 2003)—is
different at higher modulation frequencies, when the relation-
ship between the envelope and the MPH is strained by bio-
physical limits on temporal precision (Blackburn and Sachs
1989; Frisina et al. 1990) and instantaneous discharge rates.
Nevertheless, the quality of the cortical representation of am-
plitude changes certainly degrades with increasing modulation
frequency. We argue that the instantaneous rate code evident at
the lowest modulation frequencies defaults to an apparent
temporal code as the modulation period shortens (a synchrony
code also necessarily has a limit, as evidenced by the distribu-
tion of synchrony cut-offs we observed).

For the experimenter, it becomes increasingly difficult to
relate features of the MPH response profile to features of the
stimulus envelope because small errors in the estimate of the
group delay represent larger proportions of the modulation
period. The brain is faced with a similar problem: a fixed
variance in the group delay among a population of AI neurons
will reduce the phase coherence of their responses by greater
degrees at higher modulation frequencies (Fig. 15). Thus di-
rect, rate-based amplitude coding is probably confined to a
very limited range of modulation frequencies.

Lu et al. (2001) have argued that cortical neurons seem to
use two distinct coding schemes for modulated signals: a

temporal code based on synchronized responses at low modu-
lation frequencies, and a nonsynchronized rate code at higher
modulation frequencies. We contend that the temporal code for
modulation frequency described by these authors is fundamen-
tally a rate code for amplitude. The nonsynchronized rate code
they describe is identified with a largely distinct subpopulation
of neurons that does not exhibit stimulus-synchronized dis-
charges to modulated stimuli. In our data, relatively few
neurons showed significant changes in their firing rates for
modulation frequencies beyond their synchrony cut-offs, and
all of these neurons exhibited synchronized discharges to at
least one tested modulation frequency. Thus we were unable to
find evidence of a nonsynchronized population of rate-coding
neurons analogous to that observed in the marmoset, although
we did find a number of cells that showed significant variation
in firing rates within the range of modulation frequencies
where the neurons no longer synchronized to the envelope. We
also note that the rate-only classifier, using only information
about average firing rate, performed significantly above chance
in many neurons in our sample,

This discrepancy could reflect differences in species (ma-
caque vs. marmoset), but it is more likely that differences in the
stimuli used contributed. In our study, for example, all stimuli
were presented through earphones, rather than in the free field,
and the stimulus duration was extremely long (10 s) by audi-
tory standards. The most likely explanation for the higher
incidence of nonsynchronized, rate-coding neurons reported by
Lu et al. (2001) is their use of click trains, rather than SAM

FIG. 15. Series of composite MPHs shows how normalized
and summed activity of a population of neurons recorded from
the same hemisphere of animal X responds to 60-dB SAM
stimuli at best carrier frequency. Numbers at left indicate mod-
ulation frequency. Rightmost 3 columns of composite MPHs
shows how normalized population average within a response
class varies with modulation frequency. Sum of these MPHs
across rows would reproduce composite MPHs shown in left-
most column. Driven, suppressed, and nonsustained composites
are based on responses from 22, 11, and 33 single units,
respectively.
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tones. A Gaussian click train at a given rate (e.g., 10 clicks/s)
may approximate the temporal features of SAM at the same
modulation frequency (e.g., 10 Hz), but the spectra of the
stimuli differ substantially, suggesting that their neural repre-
sentation may be vastly different, both at the level of the
population and that of individual neurons.

Nevertheless, Liang et al. (2002), using SAM stimuli, also
reported that nonsynchronized rate-coding was observed in
30–40% of A1 neurons. The cardinal difference between their
results and our own, however, is the dramatic difference in the
incidence of synchronized responses. At 2 Hz, roughly 10% of
the neurons in the marmoset (their Fig. 12C) evinced signifi-
cant synchrony, compared with 84% in rhesus monkeys. This
difference was maintained at higher modulation frequencies,
where between 40 and 50% of marmoset A1 cells synchronized
to 4-, 8-, and 16-Hz SAM, compared with 87, 80, and 55% of
the neurons tested at 5, 10, and 20 Hz, respectively. Once
again, differences in stimulus presentation (closed field vs. free
field) and stimulus duration apply. The longer stimulus dura-
tions we used would seem to work against higher synchroni-
zation values, given the demonstration that spike timing dis-
persion increases with successive events in periodic click trains
(Lu and Wang 2004). It is also conceivable that laminar
differences could explain part of this discrepancy, because our
recordings were distributed relatively evenly across cortical
depth (see METHODS) rather than concentrated in the upper
layers (Liang et al. 2002). It would be of great interest to know
to what extent a transformation from temporal to rate-based
coding of stimulus modulations occurs across cortical layers
(Wang 2007). Finally, it is important to note that differences in
sampling strategy may be relevant, because we presented SAM
stimuli only to those neurons that had clear responses to tone
pips, which may have biased our sample in favor of neurons
with synchronous responses to SAM.

Changes in carrier frequency, level, and modulation depth
produced clear and consistent changes in the shapes of the
MPH, showing that cortical neurons are extremely sensitive to
the details of the stimulus envelope and not just its modulation
frequency. Summary measures such as the rBMF and tBMF,
however, appeared to be relatively poor descriptors of the
envelope coding properties of cortical neurons in the awake
monkey. In fact, the full spike train and phase-only classifiers
exhibited statistically equivalent performance in discriminating
carrier level and modulation frequency, which shows that
effectively “flattening” all cortical rMTFs had essentially no
impact on the discrimination of stimulus identity for these
SAM parameters (see also Wohlgemuth and Ronacher 2007).

Changes in MPH shape often resulted in minimal or even
misleading changes in VS, and the distribution of firing rates
within the modulation period was generally more informative
than the distribution of firing rates across modulation fre-
quency. For example, the phases of the responses to fully
modulated stimuli at 20 and 60 dB in Fig. 7 are essentially
inverted, but the impact on both rate and VS is minimal. Thus
the shapes of the MTFs can be far less sensitive to stimulus
changes than are the shapes of the MPHs. Liang et al. (2002)
reported that rMTF and tMTF shapes are relatively invariant to
changes in sound level and modulation frequency. In part, this
could reflect the relative insensitivity of these metrics. It should
also be noted that in a majority of the neurons tested in this
way, SPL was varied by 20 dB or less, and modulation depth

by 25% or less, which may have made such changes difficult to
detect. Nevertheless, even the shapes of the rMTFs and tMTFs
evinced dramatic changes in some neurons (e.g., Fig. 8). In
summary, our findings indicate that the coding of low modu-
lation frequency SAM signals is more directly concerned with
providing high fidelity representations of low frequency enve-
lope features rather than a high synchrony representation of the
dominant modulation frequency.

What mechanisms influence the cortical representation of the
stimulus envelope?

Our data clearly showed that the transformation relating the
stimulus envelope to the MPH response profile is highly
nonlinear and often quite complex. Nevertheless, it was often
possible to relate the shapes of cortical response profiles to the
SPL profile of the modulation given some independent mea-
sure of the neuron’s tuning for signal amplitude, such as the
RLF. Knowledge of the neuron’s steady-state response to an
unmodulated control tone alone was useful for predicting
qualitative features of composite MPHs. Although we have
argued that AI codes stimulus amplitude, it is useful to remem-
ber that the responses of AI neurons are determined by changes
in the afferent firing rates, which are related to the amplitude of
acoustic signals by tuning properties operating at multiple
levels of the ascending auditory pathway. These signals are
certainly quite different from the modulating waveform or the
logarithmic transform of the SAM signal in decibels. Simply
put, we are not measuring the ability of the cortex to follow a
2-Hz sinusoidal modulation of its inputs when we present SAM
at 2 Hz. Even in the auditory nerve, the spectrum of the MPH
contains more than a single frequency peak (i.e., the MPH is
not sinusoidal), and the peak corresponding to the modulation
frequency is not necessarily the largest component of the
response (Khanna and Teich 1989). MPH shapes become
increasingly complex in the cochlear nucleus (Hirsh and Gib-
son 1976; Kim et al. 1990) and inferior colliculus (Krishna and
Semple 2000; Rees and Palmer 1989). Although the reduction
in cortical synchrony to high modulation frequencies has re-
ceived much comment (Eggermont 1991, 1994; Gaese and
Ostwald 1995; Schreiner and Urbas 1988), the high frequency
content apparent in cortical responses to very low modulation
frequency stimuli in awake animals has received far less
attention. This feature of cortical responses is clearly an im-
portant component of the representation of sound envelopes in
the communication range (�20 Hz). The RLF provides a
useful estimate of how the stimulus envelope may be encoded
by a given cortical neuron, particularly one with sustained
responses to pure tones. Nevertheless, AI responses to SAM
cannot be predicted by treating the RLF function as a look-up
table that generates a firing rate for the instantaneous amplitude
of the SAM signal at each point in the modulation cycle (but
see Yates 1987).

Nonlinear tuning to stimulus amplitude must contribute to
nonlinear response features prevalent in the shapes of MPHs.
In addition, mechanisms sensitive to the time scale of the
modulation period further shape the MPHs. In a recent review
of SAM processing, Joris et al. (2004) asked “whether special-
ized neural mechanisms exist to extract AM information.”
There may indeed be synaptic specializations that influence the
processing of temporally modulated signals in particular cor-
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tical regions (Eggermont 1999; Varela et al. 1997), and even
particular classes of neurons within a single cortical area
(Atzori et al. 2001). More generally, adaptive mechanisms
sensitive to recent stimulus history appear to be operating
whenever changes in the ongoing pattern of stimulation pro-
duce changes in the inputs to auditory neurons on timescales
from tens to hundreds of milliseconds (Malone and Semple
2001; Malone et al. 2002; Sanes et al. 1998). Because cortical
neurons typically fire many spikes per modulation cycle in the
range of modulation frequencies crucial for speech intelligibil-
ity (e.g., 3–8 Hz: Drullman et al. 1994), such mechanisms are
likely to shape the distribution of those spikes over the course
of individual modulation periods (333-125 ms).

If the representation of SAM signals is carried by changes in
instantaneous discharge rates, gain control mechanisms sensi-
tive to firing rates will filter the temporal representation of
dynamic signals. Using a ripple stimulus that contained energy
at multiple modulation frequencies, Elhilali et al. (2004)
showed that a simplified model of synaptic depression and
facilitation could explain how phase locking to the fine struc-
ture of the stimulus could be “gated” by responses to slower
modulations of the envelope. Synaptic dynamics (depression
and facilitation) and intrinsic mechanisms (pyramidal cell cal-
cium kinetics) have already been incorporated into models
attempting to explain the shape of cortical MTFs (Eggermont
1999, 2002). It would be of interest to know whether such
models could successfully predict the shape of cortical MPHs
for cells where the static input–output response (the RLF) is
known. For example, synaptic depression can account for a
range of temporal response characteristics of primary visual
cortical cells for spatial sinusoidal modulation, including both
band-pass frequency-response curves (i.e., MTFs) and con-
trast-dependent phase shifts in the period histogram (i.e., MPH;
Chance et al. 1998). Given the observation that a sizeable
minority of cortical neurons can follow modulated rates in
excess of 100 Hz, we speculate that the progressive downward
shift of rBMFs and tBMFs in the ascending the auditory
pathway has less to do with intrinsic synaptic limits on the
preservation of temporal synchrony than it does with adaptive
gain control mechanisms that instantiate sensitivity to recent
stimulus contex (Malone et al. 2002). Such mechanisms may
enhance the representation of envelope features at the time
scales most relevant for the processing of communication
sounds.

Implications for perception

The notion that auditory cortex is geared toward the extrac-
tion and representation of modulation frequency is weakened
by the observation that “AM selectivity [based on tMTFs]
varies considerably among cortical neurons, but that overall
selectivity is relatively poor” (Joris et al. 2004; cited in support
are Eggermont 1999; Liang et al. 2002; Miller et al. 2002;
Schreiner and Urbas 1988). If auditory cortex acted as a
modulation filterbank (Green and Kay 1974; Kay and Mat-
thews 1972), perfect synchrony would represent an effective
neural code for modulation frequency but an extremely poor
code for other features of the envelope. Our data revealed that
low frequency amplitude modulations, which predominate in
natural environments (Attias and Schreiner 1997; Singh and
Theunissen 2003), as well as music and speech (Voss and

Clarke 1975), are those least likely to produce high-synchrony,
unimodal MPHs invariant to changes in carrier level or mod-
ulation depth. Instead, the shapes of cortical MPHs exhibit
their greatest diversity in this range of modulation frequency,
both across neurons and within single neurons when parame-
ters defining the SAM stimuli are varied.

This diversity endows cortical neurons with the ability to
process envelope changes in multiple ways. Using noise-
modulated tones, Moller and Rees (1986) argued that IC units
“differ in the ways they transmit information about the enve-
lope of a sound, as one might expect from the variety of
rate-intensity functions which have been noted in the inferior
colliculus.” This statement applies even more forcefully in AI,
where many strongly nonmonotonic neurons signal decrements
in sound level with sharp increments in firing rate, whereas
monotonically tuned sustained responders suddenly cease fir-
ing. As our examples of composite MPHs showed, the diver-
sity of cortical tuning for stimulus level presents a challenge
for maintaining the phase coherence of responses to envelope
changes across multiple neurons. Nevertheless, properly used,
this diversity may aid in demarcating both the sudden onsets
and offsets that are crucial for the intelligibility of speech and
other communication sounds (Drullman et al. 1994; Smith et
al. 2002).

The phase coherence of responses to modulated signals must
certainly affect how a population of auditory cortical neurons
represents the envelopes of complex stimuli. The composite
MPHs depicted in Fig. 15 were not corrected for group delay,
nor is it clear how the brain could “correct” for differences in
group delay across neurons. To generate a phase coherent
population representation of the signal, a common facet of the
modulation must be selected as the basis for phase locking. If
the common feature (e.g., the rising phase of the envelope) is
related to amplitude, this suggests that the representation is
most directly described as coding for changes in amplitude. In
contrast, a synchrony code for modulation frequency is entirely
compatible with arbitrary and independent response phases
among the neurons in a population.

We observed considerable coherence in AI responses to
SAM signals for low modulation frequency signals, particu-
larly within response classes defined by responses to the
unmodulated tones at equivalent carrier levels. The dominant
response feature to 100% modulated SAM was in fact the
response peak corresponding to the rapid rising phase of the
envelope (the combination of driven and nonsustained re-
sponses outweighed the relatively smaller population of sup-
pressed responses, whose response peaks coincided with the
falling phase of the envelope, as in Fig. 15). Responses to
modulated noise in the IC are also consistent with preferential
responses to the rising phase of the stimulus envelope (Jones et
al. 1987). Envelope peaks have been shown to be more impor-
tant than troughs in psychophysical studies of speech intelli-
gibility (Drullman 1995), perhaps reflecting the enhanced sa-
lience of their neural representation.

The phase coherence of responses across the cortical popu-
lation may contribute to the perceptual boundaries for SAM
signals. In human listeners, SAM tones are perceived as “fluc-
tuations” in amplitude at very low modulation frequencies (less
than �5 Hz), remain resolved as individual periods �20 Hz,
and are heard as “roughness” between 20 and 300 Hz (Kay
1982). These perceptual boundaries correspond to the changes
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in MPH shapes we observed with increasing modulation fre-
quency—units with sustained responses, in particular, tracked
the instantaneous amplitude up to �5–10 Hz, at which point
most MPHs converged on a unimodal response peak. Modu-
lation was apparent in the composite MPH up to �20 Hz, at
which point the modulated signal from units able to follow
higher modulation frequencies was lost in the noise of nonsyn-
chronized neurons or compromised as differences in group
delay distributed their response peaks more widely in the
modulation period.

Central auditory processing of a range of communication
sounds, especially speech, depends critically on temporal in-
formation at low modulation frequencies. It has been argued
that “temporal cues appear to be useful for speech intelligibility
only up to about 20 Hz” (Shannon 2002). Experiments using
“chimeric sounds,” which combine the envelope of one utter-
ance with the fine structure of another, showed forcefully that
envelope cues dominate speech recognition (Smith et al. 2002).
Because speech has been shown to remain intelligible even
when broken up into time-reversed sections approaching 100
ms, it has been proposed that “ultralow frequency” modulation
envelopes of 3–8 Hz are the critical cues to intelligibility
(Saberi and Perrott 1999). This notion is consistent with the
average syllabic rate of 3–4 Hz, where modulation in speech is
most prominent (Houtgast and Steeneken 1985). Ahissar et al.
(2001) showed that single trial success for speech comprehen-
sion was best predicted by the correlation between the temporal
envelopes (0–20 Hz) of the stimulus and the envelope of
cortical activity obtained with magnetoencephalography. Nor-
mal and dyslexic children have been shown to differ signifi-
cantly in their ability to detect the onsets of AM, and sensitivity
to the shape of AM was a significant predictor of reading and
spelling acquisition in both groups (Goswami et al. 2002).

Finally, the idea that cortical responses to very low modu-
lation frequencies are special is consistent with a range of early
psychophysical studies of modulation processing performed by
Kay (1982). Square-wave AM waveforms were shown to adapt
human detectability of sinusoidal AM above—but not be-
low—10 Hz. Our results indicate that 10 Hz is the approximate
limit for robust envelope tracking (i.e., for TS to exceed VS;
see Fig. 11F) in rhesus macaque cortical neurons. More gen-
erally, Kay (1982) concluded that “coincident modulation rate
is not of itself a sufficient stimulus for adaptation” (p. 924).
These psychophysical studies support our argument, based on
cortical physiology, that the processing of slowly modulated
signals is better described as envelope shape discrimination
than modulation frequency extraction.
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